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Cross-layer Optimizations for Multimedia
Distribution over Wireless Multimedia Sensor
Networks and Flying Ad-Hoc Networks with

Quality of Experience Support

Advisor: Professor Dr. Eduardo Coelho Cerqueira
Co-advisor: Professor Dr. Torsten Ingo Braun
Keywords: Energy-efficiency; FANETs; Reliability; Robustness; Scalability; QoE support;
and WMSNs.

The proliferation of multimedia content and the demand for new audio or video
services have fostered the development of a new era based on multimedia information,
which allowed the evolution of Wireless Multimedia Sensor Networks (WMSNs) and also
Flying Ad-Hoc Networks (FANETs). In this way, live multimedia services require real-
time video transmissions with a low frame loss rate, tolerable end-to-end delay, and jitter
to support video dissemination with Quality of Experience (QoE) support. Hence, a key
principle in a QoE-aware approach is the transmission of high priority frames (protect
them) with a minimum packet loss ratio, as well as network overhead. Moreover, multi-
media content must be transmitted from a given source to the destination via intermediate
nodes with high reliability in a large scale scenario. The routing service must cope with
dynamic topologies caused by node failure or mobility, as well as wireless channel changes,



in order to continue to operate despite dynamic topologies during multimedia transmis-
sion. Finally, understanding user satisfaction on watching a video sequence is becoming
a key requirement for delivery of multimedia content with QoE support. With this goal
in mind, solutions involving multimedia transmissions must take into account the video
characteristics to improve video quality delivery.

The main research contributions of this thesis are driven by the research question
how to provide multimedia distribution with high energy-efficiency, reliability, robust-
ness, scalability, and QoE support over wireless ad hoc networks. The thesis addresses
several problem domains with contributions on different layers of the communication
stack. At the application layer, we introduce a QoE-aware packet redundancy mecha-
nism to reduce the impact of the unreliable and lossy nature of wireless environment to
disseminate live multimedia content. At the network layer, we introduce two routing
protocols, namely video-aware Multi-hop and multi-path hierarchical routing protocol
for Efficient VIdeo transmission for static WMSN scenarios (MEVI), and cross-layer link
quality and geographical-aware beaconless OR protocol for multimedia FANET scenarios
(XLinGO). Both protocols enable multimedia dissemination with energy-efficiency, reli-
ability and QoE support. This is achieved by combining multiple cross-layer metrics for
routing decision in order to establish reliable routes.
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Otimizações em Múltiplas Camada para
Distribuição Multimídia em Redes de Sensores
Sem Fio Multimídia e Redes Ad-Hoc Formadas

por VANTs com Suporte à Qualidade de
Experiência

Orientador: Professor Dr. Eduardo Coelho Cerqueira
Co-orientador: Professor Dr. Torsten Ingo Braun
Palavras-chave: Confiabilidade; Eficiência energética; Escalabilidade; FANETs; suporte à
QoE; Robustez; e RSSFM.

A proliferação de conteúdo multimídia bem como a demanda por novos serviços
de áudio ou vídeo promoveram o desenvolvimento de uma nova era baseada em infor-
mações multimídia, o que permitiu a evolução das Redes de Sensores Sem Fio Multimídia
(RSSFM) e também das redes ad-hoc desenvolvimento formadas por VANTs (FANETs).
Desta forma, serviços multimídia em tempo real requerem transmissões de vídeo em tempo
real com uma baixa taxa de perda de quadros, atraso fim-a-fim tolerável, para apoiar a
disseminação de vídeo com qualidade de Experiência (QoE) assegurada. Desta forma, um
princípio fundamental de uma abordagem ciente de QoE é a transmissão de quadros de
vídeo com alta prioridade, baixa taxa de perda de pacotes, bem como baixa sobrecarga



da rede, a fim de protegê-los. Além disso, o conteúdo multimídia devem ser transmi-
tidos a partir de um determinado nó de origem para um nó de destino através de nós
intermediários com alta confiabilidade em um cenário de grande escala. O serviço de
roteamento deve lidar com topologias dinâmicas causadas por falha de um nó ou a mo-
bilidade do mesmo, bem como as mudanças no canal sem fio, a fim de continuar a operar
mesmo em casos de mudanças de topologia durante a transmissão multimídia. Por fim, o
mapeamento da satisfação do usuário ao assistir um determinado vídeo está se tornando
um requisito fundamental para a entrega de conteúdos multimídia com suporte à QoE.
Com estes objetivos em mente, soluções envolvendo transmissões multimídia deve levar
em conta as características de vídeo e do usuário para melhorar a entrega de vídeo com
qualidade assegurada.

As principais contribuições desta tese são conduzidos pela seguinte questão de
pesquisa: como para fornecer distribuição de multimídia com alta eficiência energética,
confiabilidade, robustez, escalabilidade e suporte à QoE em redes sem fio ad hoc. A tese
aborda vários domínios de problemas com contribuições em diferentes camadas da pilha
de comunicação. Na camada de aplicação, apresentamos um mecanismo de redundância
de pacotes ciente de QoE para reduzir o impacto da não confiabilidade do canal sem fio,
e assim prover disseminação de conteúdo multimídia em tempo real com suporte à QoE.
Na camada de rede, apresentamos dois protocolos de roteamento, ou seja, o video-aware
Multi-hop and multi-path hierarchical routing protocol for Efficient VIdeo transmission
for static WMSN scenarios (MEVI) e o cross-layer link quality and geographical-aware
beaconless OR protocol for multimedia FANET scenarios (XLinGO). Ambos os protocolos
de roteamento permitem a disseminação de conteúdo multimídia com eficiência energética,
confiabilidade e suporte à QoE. Isto é alcançado através da combinação de métricas de
múltiplas camadas para a tomada de decisão para o roteamento de pacotes, e assim
estabelecer rotas confiáveis.
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CHAPTER 1

Introduction

This chapter briefly introduces the key concepts about Wireless Multimedia Sen-
sor Networks (WMSNs) and Flying Ad-Hoc Networks (FANETs), portrays the fundamen-
tal challenges faced in the different parts of the thesis, summarizes the essential contribu-
tions, and outlines the course of the subsequent chapters.

1.1 Overview

The proliferation of multimedia content and the demand for new audio or video
services in Internet of Things (IoT) applications [1–3] have fostered the development of
a new era based on multimedia information. Those applications allowed the evolution of
WMSNs [4–7] and also FANETs [8–10]. Those networks enable a large class of scenarios
in both civilian and military areas, which require visual and audio information, such as,
environmental monitoring, intruder detection, video surveillance, safety & security, smart
parking, traffic control, natural disaster recovery, smart cities, and other IoT applications.
Multimedia content in those applications has the potential to enhance the level of collected
information compared to simple scalar data. For instance, it enables the end user or end
system to take appropriate actions and be aware of the environmental conditions based
on rich visual information.

The above scenarios consist of several distributed static or mobile nodes, and also
a Base Station (BS), as depicted in Figure 1. In this context, nodes are usually deployed
across a wide area to monitor, gather, process, and send a set of sensed data to the BS, i.e.
nodes are collecting multimedia or physical scalar sensor data from the environment. The
BSs communicate with the network nodes over wireless links, and it is connected to the
Internet in order to deliver the collected data to any IoT platforms for further processing
and analysis, such as provided by the semantic system [11], sensor4cities [12,13], i-SCOPE,
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Sight Machine, and others. In this context, physical scalar sensor data can be used to
predict event occurrence, by means of existing models or methods defined by an expert
[14]. On the other hand, multimedia content in such applications gives support to the
end-users (or systems) to visually verify the real impact of events, and be aware of what
is happening in the environment with the aid of rich visual information [15,16].

Mobile 

Users

BS

Control 

Center

CH

3

CH

3

CH

3

CH

3

Systems

BS

Figure 1: WMSN and Multimedia FANET Application Scenario

Let us consider a WMSN application that relies on fixed network infrastructure
to accurately monitor a part of a river with fast velocity and a high water levels. Such
application can be composed of a set of nodes sensing the river flow by means of physical
scalar measurements, and also by using another set of nodes collecting multimedia data in
the case of an event occurrence [17–20]. As soon as an event occurs, it might be interesting
to see whether additional objects, such as wood or thrash, are floating on the river surface.
This is because these objects might affect the behaviour of the river, in particular when
they block the normal river flow, and thus the river dams up.

Moreover, in case of a natural disaster, e.g., earthquake or hurricane, the recovery
process demands a rapid deployment of a communication system to monitor the hazard
area that rescuers cannot reach easily. This is because the standard communication
infrastructure might be damaged or does not work anymore. In this scenario, a group
of Unmanned Aerial Vehicles (UAVs) equipped with video camera could be used to set
up a multimedia FANET with the aims of explore, sense, and also send multimedia data



1.2 Problem Statement 3

from the hazardous area, enabling humans in the control center to be aware of what is
happening in the environment, as well as take action based on rich visual information.

In this context, live multimedia services require real-time video transmissions with
a low frame loss rate, tolerable end-to-end delay, and jitter to support video dissemination
with Quality of Experience (QoE) support. Multimedia content should be delivered with,
at least, a minimum video quality level from the user’s point-of-view [21, 22]. Further,
frames with different priorities compose a compressed video, and from a human’s experi-
ence, the loss of high priority frames causes severe video distortions. Thus, a key principle
in a QoE-aware approach is the transmission of high priority frames (protect them) with
a minimum packet loss, as well as network overhead.

Moreover, the routing service must find a set of reliable routes between the source
and the destination nodes via multiple forwarding nodes with a minimal overhead. The
protocol must prevent the selection of forwarding nodes with heavy traffic load or low
residual energy. It also has to adapt to topology changes and be aware of QoE require-
ments in order to recover or maintain the video quality with acceptable level, providing
robustness under scenarios with topology changes.

1.2 Problem Statement

In this thesis, we focus only on optimizing video transmission over multi-hop
wireless ad-hoc networks. We addressed several challenges in the context of WMSN and
multimedia FANET communication in order to provide multimedia dissemination with
QoE assurance, scalability, reliability, energy-efficiency, and also load balancing. Our
contributions tackle issues relating to the following problem domains.

1.2.1 Scalability

WMSN and FANET scenarios are usually composed of a set of nodes deployed
either inside the phenomenon or very close to it. The node density in the region of interest
ranges from a few to hundreds of nodes deployed to cover the whole monitored area. In
this context, scalability is one of the main design issues that routing protocols must
encompass. Thus, routing protocols should provide an efficient multi-hop communication
between any pair of source and destination nodes, in order to deliver the collected data
from any part of the monitored area. The multi-hop communication must be scalable
without requiring user intervention, and also independently of the number of nodes or
field size [15].
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1.2.2 Unreliable Nature of Wireless Channels

Low-power radios cause links unreliable and unpredictable, because they are very
sensitive to noise, interference, and multipath distortion. In this context, Link Quality
Estimator (LQE) is a fundamental building block in the design of routing protocols for
WMSN and multimedia FANET scenarios, since a reliable routing protocol must consider
the LQE as a metric to help in the selection of high quality routes for multimedia dissemi-
nation. In this way, the accuracy of the LQE greatly impacts the efficiency and reliability
of the routing protocol [23].

LQE can be classified as either hardware-based or software-based. Most of
software-based LQEs either count or approximate the Packet Reception Ratio (PRR),
as well as the average number of packet transmissions or re-transmissions. However,
software-based LQEs include overhead and delay to estimate the link quality for a given
link. On the other hand, hardware-based LQEs, such as Received Signal Strength Indica-
tor (RSSI), Signal to Noise Ratio (SNR), and Link Quality Indicator (LQI), are directly
read from the radio transceiver (e.g., the CC2420) upon the reception of a packet, making
calculation of LQE less time and resource consuming.

1.2.3 Robustness

The routing protocol must cope with dynamic topologies caused by node failure
or mobility, as well as wireless channel changes, in order to continue to operate despite
dynamic topologies during multimedia transmission [24]. Hence, reliable and robust mul-
timedia transmissions in wireless networks are challenging tasks, due to the time-varying
characteristics of low-power wireless links, node failure and mobility, and also wireless
interference [25].

In the fault tolerance domain, whenever a node cannot forward its data packets
towards the sink, it can benefit from an available alternative route to deliver its data
packets, even if node or link failures happen. Through this mechanism, as long as an
alternative path is available from the pair of source and destination node, data forwarding
can be continued without any interruption even in the case of path failure [26].

The routing protocol must have mechanisms to detect and recover from route
failures, which can be periodically route reconstruction or transmitting acknowledgment
messages. For the latter one, whenever a certain number of consecutive packets are not
acknowledged, the routing protocol must consider the route as broken, remove the failed
node from the neighbour table, and re-establish the route. In this way, it is possible to
cope with route failures, as well as continue operating even in the presence of dynamic
topologies caused by node failures or mobility [27].

The error-prone nature of wireless links can be very severe for a compressed
multimedia streams, which are vulnerable to transmission errors due to the predictive
nature of coding standards. Node constraints, such as bandwidth, also increase the effects
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of wireless channel errors. Hence, error correction schemes must be used to deal with
wireless transmission errors in real-time multimedia applications, and also to enhance
their resilience and robustness [28].

1.2.4 Energy-efficiency

Similar to Wireless Sensor Networks (WSNs), energy consumption is also prime
concern in WMSNs and FANETs, which consist of battery-powered nodes with limited
energy resources. In this way, the development of energy-efficient communication proto-
cols is one of the main goals to increase network lifetime. The nodes consume energy
in tasks such as sensing, communication, data processing, and also movements. Data
communication involves both data transmission and reception. We consider sensing as
collecting physical measurements data from any scalar sensor, and also retrieving video
frames from camera sensors. The energy cost for node movements depends on the moving
speed.

Nodes equipped with rechargeable battery or solar power is the best way of over-
coming energy drawbacks [29]. For instance, a permanent 24/7 solar-operated network
for fire detection and localization has been installed in the Asturias region in the north
of Spain [30], where nodes are permanently attached to trees to continuously measure
temperature and humidity conditions to detect fire. However, equipping all network
nodes with renewable energy sources may not be feasible, or at least, not appropriate.
Hence, mechanisms have been developed to extend network lifetime, especially by design-
ing energy-conserving communication protocols on the MAC and routing layer.

In this context, the routing protocol must reduce message overhead required for
route discovery and cluster formation. Therefore, multimedia transmission in WMSNs
should be based on either the query-driven or the event-driven model, which reduces
energy consumption required to both retrieve video frames and to transmit multimedia
packets. For instance, we can trigger the multimedia transmission based on the sensing
relevance [31,32]. This is because periodic multimedia transmission involves the delivery
of irrelevant multimedia content when there is not any event occurrence, causing wasteful
expenditure of energy and bandwidth [25]. Route discovery must prevent the selection
of relay nodes with low residual energy, to avoid route failures. Finally, source nodes
may also avoid adding redundant packets for low-priority packets, reducing local energy
consumption and indirectly preserving energy of intermediate nodes [7].

1.2.5 QoE Requirements

During video transmission over wireless networks, packets can be corrupted or
dropped caused by shortcomings in the wireless link quality and congestion, which de-
creases the video quality level. In addition, live multimedia dissemination requires real-
time video transmissions with low frame loss rate, tolerable end-to-end delay, and jitter
to support video delivery with QoE support. In this way, multimedia content should be
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delivered with, at least, a minimum video quality level from the user’s point-of-view [33].

Understanding users’ satisfaction on watching a video sequence is becoming a
key requirement for delivery of multimedia content with QoE support [34–36]. With
this goal in mind, solutions involving multimedia transmissions must take into account
the video characteristics to improve video quality. Moreover, users’ experience must be
measured and integrated into networking components to enhance the overall performance
of multimedia systems, and also to provide QoE-awareness.

1.2.6 Buffer Control

Multimedia dissemination usually involves a set of nodes transmitting multiple
video flows simultaneously. This scenario leads to a higher degree of network congestion,
buffer overflow, and packet loss ratio, which reduces the quality level of the delivered
video flows [37].

In this context, the routing protocol must prevent the selection of relay nodes
with heavy traffic load, while avoiding route failure, queue congestions, packet loss, delay,
and jitter. Moreover, as soon as intermediate nodes on a given path detect buffer overflow,
the queue policy algorithm must discard less relevant packets, reducing the impact on the
quality of the received video from the users’ perspective [38]. The source node can also
react to congestion by avoiding transmission of less relevant packets.

1.3 Thesis Contributions

In this thesis, we introduce novel mechanisms and protocols in different layers of
communication stack of three nodes involved in a communication process, which provide
multimedia dissemination with QoE assurance, scalability, reliability, energy-efficiency,
and also load balancing. More specifically, Figure 2 schematically indicates the contri-
butions of this thesis, and also depicts the protocol stacks of three nodes involved in the
communication process: a source node, an intermediate node, and a destination node.

Source Node Destination NodeIntermediate Node

Physical

Application

Transport

MAC

Routing

Wireless ad-hoc network

QoE-aware redundancy

Physical

MAC

Routing

Physical

Application

Transport

MAC

RoutingRobust and Reliable 

Routing Drop mechsnism
Robust and Reliable 

Routing

Figure 2: Thesis Contributions Overview
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1.3.1 Application-Level Packet Redundancy Mechanism

The compressed multimedia streams are vulnerable to transmission errors due
to the predictive nature of coding standards. Moreover, solutions involving multimedia
transmission must take into account the video characteristics based on users’ experience to
support the delivery of high quality live video sequences, and to increase users’ satisfaction
on watching a given video, as well as to provide QoE-awareness.

Error correction schemes deal with wireless transmission errors in real-time mul-
timedia applications to enhance their resilience and robustness. Among the existing
error control schemes to handle packet losses in real-time multimedia communication,
application-level redundancy mechanisms offer a suitable solution to provide video deliv-
ery with quality level assurance, without adding delay and considering end-to-end routes
[39]. Hence, multimedia content must be delivered to the destination node with minimal
quality level support from the user’s perspective, while, at the same time, the network
overhead must be reduced.

With the introduction of the QoE-aware Packet-Level Redundancy Mechanism
(QoE-aware redundancy) in Chapter 3, we reduce the impact of the unreliable and lossy
nature of wireless environment to disseminate live multimedia content. It considers the
frame priority based on users’ perspective to add redundant packets, and thus protects
them during losses or link error periods. In this way, we reduce the number of redundant
packets (overhead) to save network resources, such as bandwidth, while keeping the video
quality level high. We also reduce the local energy consumption and indirectly preserving
energy of intermediate nodes, since we add redundant packets only to priority frames.

1.3.2 Hierarchical Routing Protocol for Static Wireless Multime-
dia Sensor Networks Scenarios

Routing protocols can be classified into flat, location-based and hierarchical ar-
chitectures [25]. For WMSN applications, where it is possible to rely on a fixed network
infrastructure, hierarchical network architectures with heterogeneous nodes have proved
to be more beneficial than flat architectures in terms of lower energy consumption, greater
functionality, better scalability, and reliability. In this context, the advantages of using
a hierarchical architecture with heterogeneous nodes are as follows: i) nodes have differ-
ent roles or functionalities to reduce energy consumption; ii) some nodes perform data
aggregation, avoiding unnecessary data transmission; and iii) a set of nodes may turn-
off the radio after transmitting their data packets, and as a result, reduce their energy
consumption and avoid communication conflicts, such as interferences and congestions
[4, 5, 7].

In Chapter 4, we take these considerations into account to propose the video-
aware Multi-hop and multi-path hierarchical routing protocol for Efficient VIdeo trans-
mission for static WMSN scenarios, called of MEVI. The proposed hierarchical routing
protocol provides scalability, energy-efficiency, and load balancing, as well as delivers
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multimedia content over WMSN scenarios with reliability and quality level support.

MEVI relies on cluster formation with low overhead, providing scalability, and
also energy-efficiency. It finds multiple node-disjoint paths, and evaluates each possible
path by means of cross-layer end-to-end link quality estimation, supporting multimedia
transmissions with reliability and scalability. We also combined frame relevance with
a multi-path scheme to schedule multimedia dissemination, enabling load balancing, as
well as increasing the video quality level from the user’s perspective. Finally, MEVI
takes into account either the query-driven or the event-driven model to start multimedia
transmission. More specifically, it triggers video transmissions according to sensed data,
supporting energy-efficiency for multimedia transmissions.

1.3.3 Opportunistic Routing Protocol for Multimedia Flying Ad-
Hoc Network Scenarios

Protocols that rely on end-to-end routes and also on a fixed network infrastructure
cannot be used as soon as the standard fixed network infrastructure are not available due
to some natural disaster. This is because to deploy a fixed network infrastructure takes
time, and thus multimedia FANET appears as a feasible solution. Moreover, end-to-end
routes might be subject to frequent interruptions or may not exist at all times in case of
node mobility or wireless channel variations, such as experienced in FANET scenarios. In
this context, Opportunistic Routing (OR) does not require a stable end-to-end connection
from the source to the destination, and the packets are forwarded even during topology
changes. This is because OR improves communication performance by exploiting the
broadcast nature and spatial diversity of the wireless medium, and nodes forward the
packet to the destination based on a hop-by-hop routing decisions.

We contribute to the research field of OR for multimedia transmission over
FANET scenarios by introducing the cross-layer link quality and geographical-aware bea-
conless OR protocol for multimedia FANET scenarios (XLinGO), which we describe in
detail in Chapter 5. XLinGO provides efficient multimedia dissemination with reliability,
robustness, load balancing, as well as QoE assurance.

XLinGO is a stateless routing method, since the nodes do not need to be aware of
their neighbours. This avoids beacon transmission compared to other position-based pro-
tocols, saving scarce resources, e.g., battery and bandwidth. It takes a set of cross-layer
and human-related parameters into account to establish a robust and reliable persistent
route, namely PRR, QoE, queue length, link quality, geographical location, and residual
energy. With the introduction of queue length for routing decisions, we cope with the
problem of buffer overflow and also to provide load balancing in a scenario with simultane-
ous multi-flow video transmissions. XLinGO avoids the selection of forwarding nodes with
heavy traffic load. Furthermore, we introduce a recovery mechanism to deal with route
failures, providing robustness, and smoother operation in harsh wireless environments and
mobile networks.
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1.4 Thesis Outline

The remainder chapters of this thesis are structured as follows.

• Chapter 2 outlines the most significant related work about application-level packet
redundancy mechanism, hierarchical routing, as well as OR. We also describe their
drawbacks to provide scalability, reliability, energy-efficiency, load balancing, and
also the transmission of multimedia content with quality level support from the
users’ perspective.

• Chapter 3 discusses our motivations and contributions toward an application-level
packet redundancy mechanism.

• Chapter 4 describes our proposed hierarchical routing protocol for static WMSNs,
the MEVI protocol.

• Chapter 5 presents our contributions on OR for multimedia dissemination over
FANETs, the XLinGO protocol.

• Chapter 6 introduces the simulation environment, the metrics used to evaluate our
contributions, the performance evaluation, and analyses the achieved results.

• Chapter 7 concludes the thesis, summarising the main contributions and results by
this thesis. It also motivates potential topics for future research.
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CHAPTER 2

Related Work

In this chapter, we give an overview of the important and significant existing
work in the field of this thesis. We divided this chapter in a way such that each section
corresponds to one of the main three contributions of this thesis.

We start with Section 2.1 reviews the main concepts and definitions needed to
understand the video characteristics. Hereafter, Section 2.2 discussing error correction
schemes to handle packet loss in real time video transmissions. Among the existing error
correction schemes, we describe the state-of-the-art for packet-level redundancy mecha-
nisms, and their main drawbacks to achieve resilient, robust, and reliable video trans-
missions with minimal overhead. Section 2.3 discusses the research field of hierarchical
routing protocols for static WMSN scenarios. We categorize the existing approaches with
their advantages and drawbacks compared to our contributions in this field, and conclude
the section by giving an outlook about future trends and developments. In Section 2.4,
we give a comprehensive overview of existing OR protocol multimedia FANET scenarios,
on which we build upon for designing our beaconless OR strategy.

2.1 Video Characteristics

Video compression techniques aim to reduce the amount of data required to
store digital video images, and use both image compression and motion compensation
techniques. This is because a video recorded with no compression generates a large
file, being hard to manipulate and distribute through wireless networks. To avoid this
problem, video compression generates smaller files, which increases its storage efficiency
and also enables it to be distributed through the network [40]. This is especially needed
in network scenarios with limited resources, i.e., bandwidth, energy, and memory space,
such as experienced in WMSNs and FANETs [41].
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Figure 3 shows a generic example for video coding and decoding in a wireless net-
work. At the sender side, the codec (coder-decoder) encodes the video provided by either
a live source camera or stored video repository before transmitting it. Thus, the encod-
ing process removes redundant information and converts the video into an intermediate
format (bitstream) so that it can be distributed through the network. The intermediate
format is a set of bits created by the encoder in accordance with well-defined standards,
such as Moving Picture Experts Group (MPEG) or H.264 [42]. Video coding standards
specify the bitstream format and the decoding process for a given video sequence, where
each flow starts with a sequence header, followed by a GoP header, and then by one
or more coded frames. At the receiver side, the codec decodes the received data, and
converts it from an intermediate format to a video sequence [43].

!"#$%$&&

'()**$%

Coding Decoding

Figure 3: Example of Video Coding and Encoding in a Wireless Network

Both video coding and transmission processes have an impact on the final video
quality at the receiver side [44]. Although, this thesis only focuses on optimising the
video transmission over multi-hop wireless ad-hoc networks, it is necessary to discuss
video characteristics from the user perspective to understand how video characteristics
affect the video quality. Hierarchical video coding schemes, such as MPEG or H.264,
convert and compress a video signal into a series of pictures or frames. In this way, the
encoder significantly compresses the video, allowing the transmission only of differences
between consecutive frames [45].

2.1.1 Spatial or Intra-frame Compression

Intra-frame compression removes redundant information within frames by taking
advantage of the fact that pixels within a single frame are related to their neighbours.
This process includes signal transformation, quantisation, and entropy encoding, which
is very similar to that of a JPEG still image encoder [45]. The intra-frame compression
process consists of three stages: computation of the transform coefficients; quantization
of the transform coefficients; and conversion of the transform coefficients into pairs after
the data has been rearranged in a zigzag scanning order (see Figure 4) [46].
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Figure 4: Transform Coding, Quantization and Run-length Coding

Intra-frame compression uses Discrete Cosine Transform (DCT) derived from still
image compression to extract signals into a sum of cosine functions. This is because spatial
compression performs frequency analysis in a given frame to find the dominant frequencies,
which is carried out by converting frames to the frequency domain by means of transform
techniques [47]. The DCT result is pre-multiplied by the quantisation scale code and
divided by the element-wise quantisation matrix. The processed result usually generates
a matrix with values primarily in the upper left-hand corner. The zigzag ordering groups
all non-zero values. This basic intra-frame compression greatly reduces the size of the
data storage.

Figure 5 illustrates the complexity level for different video sequences downloaded
from a well-known video source library [48]. Figures 5(a) and 5(d) show a given frame
from the Flower and Hall video sequences, respectively. Furthermore, macroblocks can
be observed in both frames, which are the basic unit for video frame compression. Each
macroblock divides each frame into small blocks for further handling, and uses the YUV
system, i.e., a common used colour space that takes account of human perceptions when
encoding an image or a video. It was initially used in the H.261 standard, and nowadays
it is the basis for all previous and current video-coding standards.

The size of the macroblock is variable, but the standard size comprises an array of
8x8 pixels. The DCT transform is applied to each macroblock, and produces a coefficient
for each pixel macroblock. In this way, each macroblock has 64 pixels (8x8), i.e., the DCT
transform produces an 8x8 matrix containing 64 coefficients. To illustrate this process,
Figures 5(b) and 5(e) show macroblocks obtained after the DCT transform has been
applied in Figures 5(a) and 5(d), respectively. In seeking to give a better explanation of
the results of the DCT transform, we used coefficient values in black and white colour scale,
where black represents lower coefficient values, while white represents higher coefficient



14 2 Related Work

values. It can be seen that the Hall frame has more macroblocks with a colour closer to
white, which explains the higher number of coefficient values in 5(b) than in Figure 5(e).

Figures 5(c) and 5(f) show the horizontal and vertical DCT coefficients from two
specific macroblocks from Figures 5(b) and 5(e), respectively. In the matrix containing the
coefficients of a given macroblock, frequency increases from the left to the right and from
the top to the bottom. On the basis of these observations, MPEG saves the coefficients
in a vector with an ascending order of frequency.

Hence, coefficients with higher frequencies and values closer to zero cannot be
transmitted without affecting the level of video quality. In this way, spatial compression
reduces the number of bits required to represent a given video frame. However, spatial
compression rates provided by the DCT transform changes, since it depends on the fre-
quency of the image. For example, the Hall frame in Figure 5(b) has lower coefficient
values for higher frequencies than the coefficients of the Flower frame in Figure 5(e).
Hence, by calculating the number of DCT coefficients, it is possible to infer the spatial
compression rate for a given video.

(a) Hall Video Frame with Mac-
roblocks Division

(b) DCT Coefficients for Each
Macroblocks for the Hall Frame

(c) A Single Macroblocks of the
Hall Video Frame

(d) Flower Video Frame with
Macroblocks Division

(e) DCT Coefficients for Each
Macroblocks for the Flower Frame

(f) A Single Macroblocks of the
Flower Video Frame

Figure 5: Complexity Level for Different Video Frames

2.1.2 Temporal or Inter-frame Compression

Temporal or inter-frame compression tries to remove redundancies existing in
consecutive frames, obtaining a high compression ratio. In this way, it creates a frame
based on the previous frame, by eliminating the common parts of the frames. Motion
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causes the differences between different video frames. Thus, the video frame size is reduced
by removing the unnecessary parts in the related video frames, and also by only encoding
the motion parts. Hence, it is possible to transmit only the differences between the frames.

For instance, it is possible to obtain the frame-difference, as shown in Figure 6(c),
by extracting the motion difference from the News frames 1 and 2 [48], i.e., denoted as
frame #2 - frame #1. The black portion represents the common parts in both frames, and
the other parts represent the variation between them. Thus, it is possible to reconstruct
the frame #2 based on the frame #1 and the frame-difference.

In a similar way, Figure 6(f) shows the frame-difference obtained by extracting
the motion difference from Figures 6(d) and 6(e). First of all, it is possible to observe
that Figure 6(f) has fewer parts in black than Figure 6(c), suggesting that this video has
higher level of motion. Second, the rate of time compression is lower for videos with a high
motion level. Third, with motion compensation, only the filtered video frame is stored
instead of the original frame, which reduces the video size, since the filtered video frame
contains less information. To decode a given video, the motion vector search algorithm
must match the motion part in the previous reference video frame to decode the current
video frame. The algorithm for locating the motion part is the key part of video coding.

(a) Frame #1 from News Video
Sequence

(b) Frame #2 from News Video
Sequence

(c) Motion Difference for Frame
#1 and #2 from News Video Se-
quence

(d) Frame #1 from Football
Video Sequence

(e) Frame #2 from Football
Video Sequence

(f) Motion Difference for Frame
#1 and #2 from Football Video
Sequence

Figure 6: Motion Level for Different Video Frames
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2.1.3 Group of pictures (GoP)

A given video sequence contains a series of video frames, and each frame in-
cludes information about the whole picture. MPEG/h.264 employs a hierarchical struc-
ture composed of 3 types of frames, namely, Intra-coded frames (I-Frames), Predictive
coded frames (P-Frames), and Bi-directionally predictive coded frames (B-Frames) [49].
The macroblock from I-, P-, and B-frames uses spatial compression. On the other hand,
temporal compression is only applied to the macroblocks from the P- and B-frames. The
macroblocks of the P-frames use as reference the macroblocks from the previous I- or
P-frames, as shown in Figure 7. The macroblocks of the B-frames use as reference the
macroblocks of previous or future I- or P-frames [50].

M

N

GoP

Figure 7: Group of Pictures Structure

These frames are arranged into sequences called Group of Pictures (GoP). A GoP
contains all the information required to decode a given video sequence within a period
of time, which can be used for optimization procedure. An important factor of MPEG
encoding is the GoP size, which indicates the frequency of I-frames in a given video. Each
GoP includes an I-frame and all the subsequent P- and B-frames leading up to the next
I-frame, as shown in Figure 7. For example, a GoP length of 10 frames means a GoP
that starts with an I-frame, followed by a sequence of 9 P- or B-frames. For each GoP,
MGoP represents the distance between successive P-frames, and NGoP defines the distance
between adjacent I-frames. As a result, this structure is flexible, and the frame types
and their location within the GoP can be adjusted to the encoding type. Hence, the
MPEG/h.264 standard provides a hierarchically GoP structured, and some frames are
more important than others. In this way, a packet loss has different impact depending on
the user’s perspective.

The frequency of the I-frames in the compressed video defines the size and quality
of a video stream. The video bit rate can be reduced by decreasing the frequency of the
I-frames when encoding a given video, also degrades the video quality. On the other
hand, more I-frames should be added during the encoding process, whenever a higher
video quality level is required, and this results in a video with higher video bit rates.

The I-frame contains complete information for a specific video picture, and it is
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coded without any reference to other frames. In addition, it is known as the key frame
for a GoP, since it provides the reference point for decoding a received video stream, i.e.,
it serves as a reference for all the other frames. It might use spatial compression, and not
temporal compression. By removing spatial redundancy, the size of the encoded frame is
reduced, and predictions can be used at the decoder to reconstruct the frame. The size
of the I-frame is usually higher than the P- or B-frames, since it is the least compressible.

P-frames predict the frame that has to be coded from the previous I-frame or P-
frame by using temporal compression, i.e., unlike the preceding I- or P-Frame, P-frames
contain changes of the actual frame. P-frames provide a higher rate of compression
than I-Frames, typically 20 – 70 % the size of an I-frame. Finally, B-frames consider
both the previous and the next I-frame or P-frame as their reference points for motion
compensation. In this way, B-frames provide further compression, typically 5 – 40 % the
size of an associated I-frame [51].

As a result of the hierarchical structure of MPEG/h.264, packet loss might affect
the level of the video quality in different ways, depending on the lost information [52].
The loss of an I-frame affects the other B- or P-frames within the same GoP. Thus, errors
propagate in other frames until a new I-frame reaches the receiver. In the case of a P-
frame lost, the error propagates in the remaining P- and B-frames in a GoP. In addition,
P-frames that appear earlier in the GoP cause impairments over a longer period, since
subsequent frames are directly or indirectly impaired until the decoder receives the next
I-frame. Finally, in the case of B-frame loss, the error does not propagate, since B-frames
are not used as a reference-point for the other frames [53]. It is important to notice that
not all packets are equal or have the same degree of importance. Hence, we can use
this information to perform optimization procedures, such as human/QoE-aware packet
redundancy schemes.

2.2 Error Correction Schemes

Node constraints, such as bandwidth, increase the effects of wireless channel
errors. Moreover, as soon as video packets are lost or arrive late, there is a significant
decline in the resulting video quality based on user experience. In this context, error
correction techniques can be applied to provide resilient and robust video transmission
over unreliable wireless communication channels. Error control mechanisms that deal
with wireless transmission errors in multimedia streaming applications include Automatic
Repeat Request (ARQ), Forward Error Correction (FEC), and Erasure Coding (EC) [28].
A graphical representation of ARQ, FEC, and packet-level redundancy for error control
mechanism in wireless networks is presented in Figure 8. In this figure, the packet error
occurs during transmission from node 3 to node 4.
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Figure 8: Different Strategies for Error Correction

2.2.1 Automatic Repeat Request Schemes

ARQ mechanisms can be used either in the application or data on link layers.
ARQ mechanisms achieve robust video transmission by re-transmitting packets that fail
to reach the destination node or arrive in a damaged state. In this way, the sender
has to re-transmit a given packet when it does not receive an acknowledgement from
the destination node on time, due to packet loss. The sender must also retransmit a
given packet when it receives a retransmission request from the destination, due to the
arrival of erroneous packets [54]. In the example of Figure 8, node 3 does not receive the
acknowledgement from node 4, and thus it retransmitted the packet. However, the ARQ
mechanism introduces overhead, delay, energy consumption costs, and also requires an
end-to-end bidirectional channel. In addition, when a packet arrives late at the destination
node, it misses the playback deadline and can be considered as a lost packet.

2.2.2 Link-layer Forward Error Correction Schemes

In link-layer FEC schemes, the sender node adds some data redundancy to the
source packets, and transmits them to the destination node. In this way, it can cope with
the problem of packet corruption and provides a fixed network delay, but consumes more
bandwidth. More specifically, the sender computes the parity information in accordance
with the applied Error Correcting Code (ECC) over the data bits, and adds this redundant
information to the payload. At the receiver, the decoder of the applied ECC checks for
errors in the received data bits, by taking the parity information into account. Hence, the
redundant information detects and corrects errors at the receiver, and the destination node
is able to receive error-free packets even if some transmission bit errors occur, depending
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on the amount and structure of the redundancy. In the example of Figure 8, node 4
uses redundant information to correct errors, and thus it transmits the packet to node
5 correctly. The two most widely-used schemes in FEC are block codes, such as Bose-
Hocquenghem-Chaudhuri (BCH) and Reed-Solomon (RS) codes, as well as convolutional
codes [55]. However, error recovery by correction codes may add complexity to source and
intermediate nodes without success guarantees. FEC schemes are also highly susceptible
to burst losses, which are very common in wireless channels.

2.2.3 Packet-Level Redundancy Mechanisms

Erasure coding is an error control scheme for packet-level FEC to handle losses
at the application layer in real-time communications. Figure 9 shows how EC is applied
to a set of video packets that have to be transmitted to the destination node. Packet-level
FEC creates (K − npkts) redundant packets at the application layer, to protect a set of
npkts original video packets. The decoder recovers the set of npkts original video packets
by receiving any npkts packets out of the K coded packets. The redundant packets are
used to reconstruct a corresponding video frame, which can be considered as a lost frame
in a scenario that does not add redundant packets. Hence, the packet-level redundancy
mechanism provides robust and reliable multimedia dissemination over unreliable wireless
channel. Moreover, this scheme does not introduce jitter problems, since there is no
acknowledgment mechanism.
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Figure 9: Packet-level Redundancy Mechanism

Packet-level redundancy mechanisms protect video streaming from channel errors
without an extra delay. This is because such mechanisms act in a completely different way
than link-layer mechanisms, and it has been employed due to its suitability for multimedia
communications, as well as the nature of the error coding at the application layer. More-
over, ARQ uses the bandwidth in an efficient way compared with the FEC techniques,
although ARQ incurs additional latency costs, which can not be tolerated for live video
sequences [56]. Hence, among the existing error control schemes to handle packet losses
in real-time multimedia communication, application-level redundancy mechanisms offer a
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suitable solution to provide video delivery with quality level assurance, as well as without
adding delay and considering end-to-end reverse channel.

In this context, Sarisaray-Boluk et al. [57] presented an error compensation
technique, which uses packet redundancy and multi-path transmission. The redundancy
mechanism employs a modified version of a wavelets based error concealment algorithm,
and then the source transmits the image through diverse paths to improve perceptual
quality of the received image at the destination. In this way, multiple paths facilitate
load balancing, bandwidth aggregation, and fast packet delivery.

Yang el al. [58] proposed a cross-layer approach to enable reliable block trans-
fer of variable-length coded data in WMSNs. This scheme combines FEC techniques
at the physical layer, transport, and application layers. More specifically, this work ap-
plied symmetrical reversible variable-length codes at the application layer, the recursive
systemic convolutional codes at the physical layer, and generating redundant packets, cor-
responding to the transport layer FEC technique. Redundant packets are utilized as soft
information in the decoding process, overcoming packet loss in multi-hop transmissions.
In this way, it not only provides strong bit error correcting capability to the variable-length
coded data, but also it is capable of overcoming packet loss.

Chen et al. [59] combined multipath routes with packet redundancy in a protocol
called Directional Geographical Routing (DGR). DGR implements a redundancy scheme
proposed in [60], where K - npkts redundant packets are generated to protect npkts data
packets of a given video frame. In this way, DGR tackles the unreliability of wireless links
to deliver video content with quality level assurance.

Costa et al. [31] introduced the idea of compute the Sensing Relevance (SR) of
source nodes, since source nodes may have different importance for the monitoring func-
tions of the applications according to the monitoring requirements and the current sensors
poses. For instance, in intrusion detection systems, some source nodes may be monitoring
highly critical areas, demanding prioritized transmissions to the sink. Hence, the differen-
tiation of the monitoring relevancy of source nodes may be exploited to optimize network
operation in different ways. The SR values are assigned to each source node according to
the significance of the retrieved visual data for the application and available monitoring
resources in the source nodes, which is represented by a numeric value referred as SR
index. The significance of the retrieved visual data is used to classify each source node
in a group of relevance, e.g., a numeric index between 0 and 4. In addition, the available
monitoring resources of the nodes can be camera resolution, processing resources, and
coding algorithms. Later, Costa et al. [61] explored the SR to assure transmissions with
high reliability by adding redundant packets only to most relevant source nodes for the
application. On the other hand, packets from low-relevant source nodes are transmitted
without packet redundancy, saving energy over the network with potential low impact to
the overall monitoring quality.

Tsai et al. [62] introduced a forward-looking forward error correction (FL-FEC)
mechanism to recover lost packets in order to improve video quality level. The redundancy
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mechanism encodes npkts packets with (K - npkts) redundant packets to form a block with
K packets at the sender. Then, the mechanism can tolerate the loss of (K - npkts)
packets in networks and recover the K packets from the FEC block at the receiver. The
proposed redundancy mechanism recovers not only the lost packet from its block, but also
the previous block from the recovered packet. Thereupon, the FL-FEC mechanism can
recover another lost packet from the previous block just recovered, until all lost packets are
recovered at the receiver. More specifically, the mechanism selects non-continuous source
packets in previous blocks to generate packet redundancy within the current block. Hence,
the FL-FEC mechanism can efficiently work against burst packet loss.

Later, Tsai et al. [63] combined ARQ and FEC mechanisms into an adap-
tive HARQ mechanism, called the Adaptive Hybrid Error Correction Model (AHECM).
AHECM finds appropriate parameters, i.e., maximum retransmission threshold and packet
redundancy, to avoid network congestion and also reduce the number of redundant pack-
ets by predicting the effective packet loss rate. More specifically, AHECM collects meta-
information about the average packet loss rate, the average Round-Trip Time (RTT), and
the available bandwidth at the receiver. As soon as the meta-information changes due to
channel or network conditions, the AHECM makes the receiver send the meta-information
to the sender in order to adjust parameters of the AHECM. Hence, the AHECM at the
sender chooses the appropriate redundancy for different video frame types when the sender
transmits video streaming to the receiver over wireless networks. With information about
the average RTT and tolerable end-to-end delay provided by the receiver, the AHECM
at the sender finds the maximum retransmission time and retransmits the lost packet to
the receiver in time to reduce the packet redundancy. With information about the aver-
age packet loss rate and the available bandwidth provided by the receiver, the AHECM
at the sender calculates the appropriate parameter to avoid network congestion and the
unnecessary packet redundancy.

From the packet-level redundancy mechanisms analysis, we conclude that exist-
ing redundancy mechanisms [57–63] add redundant packets in a black-box manner, i.e.,
without considering the frame importance from a user’s perspective, which increases the
overhead and the usage of scarce resources, such as battery and bandwidth. The usage
of energy resources is due to the hierarchical structure of video coding schemes, where
in case of loss of high priority frames, some packets with low priority frames cannot be
played on the receiving side after the decoding process. In this case, intermediate nodes
spend energy to forward a packet that is not useful to reconstruct the video received at
the destination node. In addition, the mechanism proposed by Tsai et al. [63] includes ad-
ditional delay and overhead for the retransmission scheme, and requires a reverse channel
to the destination sends control packet to the sender in order to update meta-information
about the average packet loss rate, the average RTT, and the available bandwidth. Fi-
nally, redundancy mechanisms [58, 61, 63] lack QoE-based assessment to show the real
impact of those mechanisms based on user’s experience. Hence, a QoE-aware scheme to
add redundant packets based on frame importance is a promising solution. In this way,
the source node protects only key frames during loss or link error periods, which reduces
overhead and brings many benefits to a resource-constrained system.
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2.3 Routing Protocols for Static WMSNs

Routing protocols can be classified into flat, location-based and hierarchical ar-
chitectures [25]. For WMSN applications, where it is possible to rely on a fixed network
infrastructure, hierarchical network architectures with heterogeneous nodes have proved
to be more beneficial than flat architectures in terms of lower energy consumption, greater
functionality, better scalability, and reliability. In this context, the advantages of using
a hierarchical architecture with heterogeneous nodes are as follows: i) nodes have differ-
ent roles or functionalities to reduce energy consumption; ii) some nodes perform data
aggregation, avoiding unnecessary data transmission; and iii) a set of nodes may turn
off the radio after transmitting their data packets, and as a result, reduce their energy
consumption and avoid communication conflicts [4, 5, 7].

2.3.1 Low-Energy Adaptive Clustering Hierarchy for WSNs

Heinzelman et al. [64] proposed the Low-Energy Adaptive Clustering Hierarchy
routing protocol (LEACH). LEACH is the main precursor of hierarchical routing pro-
tocols for WSNs, and it achieves low energy dissipation and latency without sacrificing
application-specific quality for WSNs. LEACH divides protocol operation into rounds,
and each round is subdivided into two phases, namely setup and steady-state phase. In
the setup phase, the nodes create clusters, as depicted in Figure 10.

Figure 10: Cluster-based Network Architecture

In the setup phase, nodes also elect Cluster Heads (CH) in a distributed way by
choosing a random number between 0 and 1. A given node becomes CH for the current
round, as soon as the random number is less than a given threshold T (n) (Eq. 2.1).
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After CH election, nodes form clusters by using a distributed scheme, which involves the
transmission of beacon, join, and schedule messages. In this way, CHs must schedule
the transmission of non-CHs according to a TDMA (Time Division Multiple Access)
scheme. On the other hand, non-CH nodes elect the CH on the basis of minimum energy
communication.

T (n) =

{
P

1−P(r mod 1
P )

if n ∈ G

0 otherwise
(2.1)

In the case of the steady state phase, each non-CH transmits the sensed data to
its CH. The CH receives the data, aggregates it into a single packet, and then forwards
it directly to the BS. After a certain period of time (determined a priori), the network
returns to the setup phase to create new clusters.

The main drawback of LEACH concerns the use of a single-hop communica-
tion between CHs and BS, which is not suitable for large-scale WMSNs. Periodic data
transmissions are unnecessary, causing an ineffective expenditure of energy. Moreover,
this approach generates high signalling overhead to create clusters, which decreases the
network lifetime and consumes scarce resources.

2.3.2 Hierarchical Routing Algorithm for WMSNs

Kandris et al. [65] introduced the Power Efficient Multimedia Routing protocol
(PEMuR), which extends the Scalable Hierarchical Power Efficient Routing protocol (SH-
PER) [66], by combining routing with video packet scheduling models to support efficient
video communication in WMSNs. Nodes create clusters in a centralized way by using
beacon, schedule, advertisement, identifier, and join messages. To select the best route,
PEMuR considers only the remaining energy to find routes (not link quality).

Each node decides which video packets should be dropped to reduce its current
transmission rate, as soon as the bandwidth required from the node exceeds the capacity
limit of the shared wireless channel. However, PEMuR relies on a centralized scheme to
create clusters, which is not realistic in a large-scale WMSN scenario, and also reduces
the scalability. It includes high signalling overhead for cluster formation, while decreasing
network lifetime. In addition, it only uses the remaining energy to select the best routes
and not end-to-end link quality estimation, limiting transmission of multimedia content
with QoS or QoE support due to the unreliable nature of the low-power wireless links.

Lin et al. [67] developed the Adaptive Reliable Routing Based on a Cluster Hier-
archy for WMSNs (ARCH) to balance energy consumption and meet required reliability,
adjusting the transmission power, together with an energy prediction mechanism. After-
wards, Lin et al. [68] introduced the Energy Efficiency QoS Assurance Routing in WMSNs
(EEQAR), which employs social network analysis to optimize network performance. Nev-
ertheless, both ARCH and EEQAR implement multi-hop communication inside a cluster,
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adding extra overhead for route discovery. Further, they do not consider link quality for
route selection, neither the usage of multiple paths. These solutions also lack QoE-based
evaluation.

2.3.3 Multi-path Routing for WMSNs

Larri et al. [69] combined a scheduling scheme with the Ad-hoc On-demand Multi-
path Distance Vector protocol (AOMDV), in a protocol called S-AOMDV. It searches for
node-disjoint multi-paths, and considers free buffer size, residual energy, hop-count, and
packet loss rate to score and classify each possible path. Paths with better conditions
achieve higher scores and are used to transmit higher priority video packets.

Jayashree et al. [70] proposed the Energy Efficient Prioritized Multipath QoS
Routing (EEPMQR). It analyses the image to find some common regions (overlapping)
and some non-common regions (non-overlapping). The path with the highest score has
the best condition for sending packets from overlapped area. However, both S-AOMDV
and EEPMQR consider a flat network architecture, which reduces the network lifetime
[25]. Moreover, route selection does not take into account the end-to-end link quality
estimation, leading to multimedia content without QoS or QoE support. EEPMQE also
carries out image processing, which consumes time and energy.

Politis et al. [71] introduced a modified version of the LEACH protocol to allow
the establishment of multiple routes among the elected CHs. This work employed two
packet scheduling algorithms to transmit video packets over multi-paths dependent on
their priorities. Further, a scheduling mechanism drops packets according to their effect
on the overall video distortion. This work, however, does not take into account the end-
to-end link quality estimation and node-disjoint multiple paths.

2.3.4 Ant-based Hierarchical Routing Algorithm for WMSNs

Sun et al. [72] proposed an Ant-based Service-Aware Routing algorithm for WM-
SNs, called of ASAR. It considers three kinds of services: (i) event-driven (R-service),
where applications tend to be both delay and error intolerant. This service should meet
higher real-time and reliability requirements; (ii) data query (D-service) is a service with
both error intolerant and query-specific delay tolerant applications. It needs to be sup-
plied with required data that is as reliable as possible. However, it tolerates query-specific
delays; and (iii) stream queries (S-service), where applications tend to be delay intolerant.
ASAR takes into account four QoS requirements (latency, packet loss, energy consump-
tion, and bandwidth). Thus, it aims to maximize network utilization and improve network
performance by selecting an optimal path. The ASAR algorithm is running in all CH to
find three available paths for those three types of services.

Cobo et al. [73] introduced AntSensNet to meet QoS requirements for multime-
dia applications by choosing a path that achieves the desired QoS goals for maximizing
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network utilization. AntSensNet uses an efficient multi-path video packet scheduling to
obtain minimum video distortion. Both ASAR and AntSensNet do not evaluate the qual-
ity level of multimedia transmissions from the user perspective. Additionally, ant-colony
networking solutions require a long time to react to topology changes and need a lot of
messages for route discovery, which increases the energy consumption, and thus these
kinds of proposals have not been explored in real applications.

Heissenbüttel et al. [74–76] proposed an Ant-based Mobile Routing Architecture
(AMRA), which aims to find more optimal paths than other position-based protocols by
memorizing past data traffic. AMRA is a two-layered framework with three independent
protocols. Two protocols are used on the upper layer, namely Topology Abstracting
Protocol (TAP) and Mobile Ants-Based Routing (MABR). In addition, Straight Packet
Forwarding (StPF) is situated on the lower layer and functions as an interface to the
physical network for MABR.

More specifically, in MABR, each node maintains a probabilistic routing table,
which depends on its current view on the network, its past locations, and overheard
packets. Hence, each node determines the estimated average delay. Furthermore, nodes
operate in promiscuous mode such that the routing table is not only updated when a
packet is received, but also is also updated for all overheard packets to expedite the
dissemination of routing information. Furthermore, ants can be transmitted periodically
to explore new paths if there is only little data traffic in the network.

2.3.5 Final Considerations of Different Hierarchical Routing Pro-
tocols for WMSN Scenarios

From the related work analysis, we conclude that hierarchical routing protocols
should create low overhead for cluster formation, and also the multimedia transmissions
should be triggered only in case of event occurrence, which increases network lifetime.
Moreover, node-disjoint multiple path routing protocols, together with a route selection
scheme that considers cross-layer end-to-end link quality estimation with a minimal sig-
nalling overhead improves scalability, reliability, and energy-efficiency.

In addition, a video-aware mechanism to protect priority frames in loss or link
error periods enhances video quality from the human’s experience. However, existing
hierarchical routing protocols for WMSNs [64–76] do not take into account all of these
relevant characteristics for a single hierarchical routing proposal to support QoE-aware
multimedia transmissions, while achieving scalability, robustness, and energy-efficiency.
Finally, Table 2 summarizes the main features for each hierarchical routing protocol.



26 2 Related Work

Table 2: Comparison Between Different Routing Protocols for WMSNs

Protocols Network Data Network overhead Route selection Bio inspired
architecture transmission model metrics approach

LEACH [64] Hierarchical Periodically High overhead for Single-hop No
cluster formation

PEMuR [65] Hierarchical Event-driven High overhead for Residual Energy No
cluster formation

ARCH [67] Hierarchical Periodically Overhead for route discovery QoS Metrics No
for intra-cluster communications

EEQAR [68] Hierarchical Periodically Overhead for route discovery QoS Metrics No
intra-cluster communications

ASAR [72] Hierarchical Event or query based Ant-base protocol require QoS Metrics Ant-colony
based high number of messages

AntSensNet [73] Hierarchical Periodically or Event Ant-base protocol require QoS Metrics Ant-colony
based high number of messages

AMRA [74] Flat Periodically Ant-base protocol introduce Average delay Ant-colony
overhead

S-AOMDV [69] Flat Periodically No buffer size, hop-count No
packet loss rate, and
residual energy

EEPMQR [70] Flat Periodically No minimum residual energy No
minimum buffer size, and
hop count

Politis et al. [71] Hierarchical Periodically High overhead for Energy and QoS Metrics No
cluster formation

2.4 Opportunistic Routing Protocols for Multimedia
FANET Scenarios

In contrast to other routing protocols that rely on existing end-to-end routes,
in OR forwarding decisions are not taken by the sender of a packet, but in a completely
distributed manner at the possible relay nodes. In OR protocols, the sender sends a packet
not only to a single next-hop, but to multiple neighbours simultaneously. Afterwards, one
or more of the receiving nodes forward the packet towards the destination, based on a
coordination method to select the best candidate to forward packets. Hence, the routing
mechanism forwards the packet towards the destination on a based on hop-by-hop routing
decision at the receiver side. More specifically, OR relies on a coordination method to pick
up the best candidate to forward packets. We consider both beacon-based and beaconless
modes as promising OR coordination methods for multimedia FANET applications, since
they do not require a stable end-to-end route, which enables packet transmission even if
the topology continuously changes.

2.4.1 Beacon-based OR Protocols

Beacon-based OR protocols select and prioritize a set of candidate nodes by
transmitting beacon messages before packet transmission. This enables OR to create and
order a relay candidate list prior to packet transmission according to a certain criteria,
such as expected transmission count. Then, depending on the candidate priority, neigh-
bour nodes decide to forward the received packet.

Mao et al. [77] presented an energy-efficient OR strategy, which focuses on se-
lecting and prioritizing the forwarder list to optimize network performance. Furthermore,
Lu et al. [78] introduced an analytical model to study the performance of multi-hop
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video streaming. In addition, Seferoglu et al. [79] proposed a video-aware opportunis-
tic network, which considers decodability of network codes by several receivers and the
importance of video packet deadlines.

However, beacon-based OR schemes [78, 79] do not provide robustness and QoE
support in presence of node failure or mobility, as well as wireless channel changes. This
is because those protocols rely on creating a candidate list by sending beacon messages,
which increases the signalling overhead. In addition, the candidate list is determined
before sending packets, and may not reflect the real situation at the moment of packet
transmission. Finally, some works [78, 79] lack QoE-based evaluation to show the real
impact of their schemes based on users’s perception.

2.4.2 Beaconless OR Protocols

In beaconless OR protocols, the sender does not need to be aware of its neighbours
and, consequently, nodes do not have to proactively transmit beacons, such as performed
in other position-based protocols. Forwarding decisions are performed by the receiver of a
packet based only on information contained in the packet, as well as in local information,
such as node position and direction. Hence, the coordination method relies on a Dynamic
Forward Delay (DFD) calculation at the receiver side to select the forwarding node, i.e.,
the candidate node with best conditions compute the shortest DFD value, and thus such
node transmits the packet faster, creating the persistent route.

Heissenbüttel et al. [80–82] introduced the concept of DFD as a forwarding de-
cision in the Beaconless Routing protocol (BLR). The BLR protocol selects a forwarding
node in a distributed manner among all its neighbouring based only on information con-
tained in the packet. In this way, BLR has three main operational modes: greedy mode,
backup mode, and unicast mode. In the greedy mode, the source node broadcasts a data
packet, and before forwarding the received packet, possible relays within a forwarding
area compute a DFD value based on location information. More specifically, the DFD is
calculated by Eq. 2.2 with r as the transmission radius of a node, p the node’s progress
towards the destination, and maxDFD as a system parameter. Afterwards, possible relays
wait during the corresponding time interval, i.e. DFD, to forward the received packet.

DFD = maxDFD × r − p

r
(2.2)

In addition, BLR considers that only nodes located within the forwarding area
participate in the forwarding process as shown in Figure 11, preventing the destination
node to receive many duplicated packets. As result of DFD calculation, the node closest
to the destination generates the shortest DFD and forwards the packet first. Neighbour
nodes recognize the occurrence of relaying, and cancel their scheduled transmission for
the same packet that they overhear. After a given node has detected through passive
acknowledgment the successful reception, it sends subsequent packets via unicast to the
node that relayed the packet. Moreover, BLR defines a backup strategy when the greedy
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mode fails. In this case, the node broadcasts a control message and all of its neighbours
reply with another control message indicating their positions. Then, the node chooses the
possible candidate closer to the destination to unicast the subsequent packets.

R

SN
DN

A

C

B

Forwarding
Area

p

Figure 11: Forwarding Area for BLR

Sanchez et al. [83, 84] proposed the Beaconless On-demand geographic routing
Strategy (BOSS), which extends BLR by introducing a different forwarding area, DFD,
and applying a three-way handshake mechanism. It assumes a full data payload for
the Request to Send (RTS) message size, since selecting a forwarder using short control
messages may lead to the choice of a forwarder unable to receive larger data packets.
Moreover, the proposed DFD function combines a uniform distribution that depends on
the geographical advance towards the destination with a random value.

Zhang and Shen [85] introduced an Energy-efficient Beaconless Geographic Rout-
ing (EBGR), where each node calculates its ideal next-hop relay position on the straight
line towards the sink to minimize energy consumption required to transmit packets. Each
forwarder selects the neighbour closest to its ideal next-hop relay position by using a
three-way handshake mechanism.

Spachos and Hatzinakos [86] presented the Energy Aware Opportunistic Routing
protocol (EAOR), which considered a three-way handshake mechanism to establish a path
between the source and the destination. The proposed DFD function is computed based
on the distance and the sensing relevance introduced by Costa et al. [31]. Nodes also
prioritize transmission of packets with high sensing relevance.

Chen et al. [59] combined a packet-level redundancy mechanism with a multipath
routing scheme in DGR. DGR relies on a three-way handshake mechanism to select the
forwarding node, and computes the DFD based on a uniform distribution that depends
on the geographical location with a random value. The multiple paths in DGR facilitate
load balancing, bandwidth aggregation, and fast packet delivery.

Al-Otaibi et al. [87,88] proposed a Multipath Routeless Routing protocol (MRR),
which defines a forwarding area as a rectangle and combines multiple metrics to compute
the DFD. MRR uses received signal strength, remaining energy, and location information
to set DFD and thereby determine which nodes are most eligible for forwarding the
subsequent packets in unicast fashion. It defines the forwarding area as a rectangle and
tries to find paths closer to the rectangle borders, as depicted in Figure 12. According to
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the proposed DFD calculation, nodes receiving packet with weaker signals, located closer
to the boundaries of the forwarding area, and having more remaining energy transmit the
received packet faster. By preferring nodes located close to the borders of the forwarding
area, MRR finds at least two routes existing without interference.

Figure 12: Forwarding Area for MRR

Several beaconless OR protocols [59, 80–84,86] rely only on distance to compute
the DFD. However, computing DFD based only on distance increases packet loss ratio
and reduces video quality, since the most distant node might suffer from bad connectivity
[89]. Other OR protocols [59, 83–86] include message overhead and also delay for the
three-way handshake mechanism. In addition, protocols [59,85,86] consider small size for
the RTS message, leading to the selection of a forwarding node unable to receive larger
data packets as they are expected in video transmissions.

MRR [87] selects a forwarding node that receives a packet with weaker signals,
reducing system reliability and increasing the packet loss ratio. Hence, MRR delivers
video with poor quality. In addition, MRR gives priority to select forwarding nodes closer
to the boundaries of the forwarding area, which does not mean that the node provides
geographical advance towards the destination node. In this way, it increases the number
of hops, interferences, and buffer overflow, and thus decreases video quality.

Certain protocols [59,80–86] rely on periodic route reconstruction to detect topol-
ogy changes. But, when one of the forwarding nodes from a given route is no longer avail-
able to forward packets, a burst of packets might be lost until the protocol re-establishes
the route. Hence, video quality becomes worse during the interval of route reconstruction,
reducing transmission robustness. These protocols also do not preclude the selection of
forwarding nodes with heavy traffic load or low residual energy.

2.4.3 Final Considerations of Existing OR Protocols for Multi-
media FANET Scenarios

From the analysis of existing OR, a beaconless OR approach appears as a promis-
ing routing scheme for FANET applications. This is because nodes do not need to proac-
tively broadcast beacon messages to be aware of their neighbours, which saves scarce
resources, such as battery and bandwidth, and reduces delay. We also concluded that
it is essential to consider multiple metrics for forwarding decisions in order to assure ro-
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bust and reliable video dissemination, which involves being aware of QoE requirements
and quickly detecting and responding to topology changes. However, so far not all of
these key features have been provided in a unified beaconless OR protocol. In addition,
existing OR protocols also lack robustness and QoE assurance over FANET multimedia
applications. Finally, Table 3 summarizes the main features for each OR protocol.

Table 3: Comparison Between Each OR Protocols for FANETs

OR protocols Coordination Route selection 3-way handshake Route reconstruction
method metrics mechanism

Mao et al. [77] Beacon-based Energy No Periodic

Seferoglu et al. [79] Beacon-based Network coding and No Periodic
video characteristics

BLR [80] Beaconless Distance No Periodic

BOSS [83] Beaconless Distance Yes Periodic

EBGR [85] Beaconless Location and Energy Yes Periodic

EAOR [86] Beaconless Distance and SR index No Periodic

DGR [59] Beaconless Distance Yes Periodic

MRR [87] Beaconless Energy, Distance, and No Periodic
Link quality
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CHAPTER 3

QoE-aware Packet-Level Redundancy
Mechanism

Multimedia dissemination over wireless networks has been attracting research
interest and encouraging the development of new video application services for static and
mobile devices. In this context, multimedia content must be delivered to the destination
node with a minimal quality level assurance from the user’s perspective, while, at the same
time, the network overhead must be reduced. Among existing error control schemes to
handle packet loss in real-time communication, application-level redundancy mechanisms
offer a suitable solution to improve the video quality level assurance, without adding delay
and an end-to-end reverse channel.

In this chapter, we introduce our proposed QoE-aware packet level redundancy
scheme [90,91], which adds redundant packets based on frame importance from the user’s
experience. The proposed QoE-aware redundancy mechanism enables video dissemination
with a similar video quality level compared to standard packet-level redundancy mecha-
nisms. At the same time, our proposal reduces the number of redundant packets needed
for the decoding process, bringing many benefits to a resource-constrained system.

This chapter is structured into four sections. Section 3.1 explains the rationale
behind the development of a QoE-aware redundancy mechanism. Section 3.2 introduces
the problem statement addressed by our QoE-aware redundancy mechanism. Section 3.3
describes the proposed QoE-aware packet redundancy mechanism, which adds redundant
packets based on the frame importance from the user’s experience. Section 3.4 summarizes
the main advantages of the proposed QoE-aware redundancy mechanism.
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3.1 Motivation

Compressed multimedia streams are vulnerable to transmission errors due to the
predictive nature of coding standards. Moreover, node constraints, such as bandwidth
and battery, increase effects of wireless channel errors. Hence, error correction schemes
must be used to deal with wireless transmission errors in real-time multimedia streaming
applications, and also to enhance their resilience and robustness [28].

Live multimedia services require real-time video transmissions with a low frame
loss rate, tolerable end-to-end delay, and jitter to support video dissemination with QoE
support. Multimedia content should be delivered with, at least, a minimum video quality
level from the user’s point-of-view [21, 22]. This is required in scenarios ranging across
diverse areas, including safety & security, environmental monitoring, natural disaster
recovery applications, and others [1].

As explained later, I-, P- and B-frames compose a compressed video, and those
frames have different priorities. The loss of high priority frames causes severe video
distortion, since some received packets cannot be decoded on the receiver side. In this
way, nodes also waste scarce network resources, such as bandwidth and energy. For
instance, energy cost is because intermediate nodes spend energy to forward frames that
are not useful to reconstruct the video received at the destination node [61]. Based on
the above considerations, solutions involving multimedia dissemination must take into
account the video characteristics to optimize video transmission with energy-efficiency
and QoE support, and improve the user’s satisfaction on watching a given video, as well
as provide QoE-awareness.

Among existing error control schemes, packet-level redundancy mechanisms achieve
robust video distribution by transmitting redundant packets together with the original
sequence. Thus, when the original packet is lost, it can be recovered from redundant
packets. Recovered packets help to reconstruct a corresponding video frame, which might
be considered as a lost frame in a scenario that does not add redundant packets. However,
existing redundancy mechanisms [57–63] add redundant packets in a black-box manner,
i.e., they do not take into account the video characteristics to add redundant packets only
to priority frames based on user experience, which increase the overhead, as well as the
usage of scarce resources, such as battery and bandwidth. This is because a key princi-
ple for QoE-aware multimedia dissemination is the need to protect high priority frames
during loss or link error periods.

3.2 Problem Statement

In this chapter, we address the following issues:

• We enhance the robustness and also the video delivery in wireless ad-hoc networks
by means of a packet redundancy mechanism. In this way, we combat the unreliable
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nature of multimedia transmissions over wireless networks, while increasing the user
experience on watching a given video.

• Our proposed packet redundancy mechanism considers the video characteristics to
add redundant packets only to priority frames based on the user experience. Hence,
we reduce the number of redundant packets (overhead), while keeping the video
quality level high, which reduces energy and bandwidth consumption.

3.3 QoE-aware Packet Redundancy Mechanism Descrip-
tion and Operation Principles

In this section, we introduce our QoE-aware packet redundancy mechanism [90,
91]. The proposed mechanism achieves resilient, robust, and reliable video transmission
over a bandwidth-limited unreliable networking environment, such as experienced in many
wireless ad-hoc network environments.

Figure 13 depicts how the proposed mechanism can be applied to a set of source
multimedia packets, before being transmitted through a wireless channel to the destination
node. Existing non-QoE redundancy approaches [57–63] add redundant packets in a black-
box manner, i.e., without considering the frame importance from the user perspective,
which increases the overhead and the usage of scarce resources, such as battery and
bandwidth. In contrast to that the proposed QoE-aware redundancy mechanism considers
frame importance based on the user perspective to add redundant packets, which only
protect priority frames in loss or link error periods.
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Figure 13: QoE-aware Redundancy Mechanism Overview

Source nodes avoid the transmission of low-priority frames, which reduce local
energy consumption, as well as indirectly preserve the energy at intermediate nodes. This
is because intermediate nodes spend energy to forward frames that are not useful to
reconstruct the video received at the destination node. Hence, the proposed mechanism
supports QoE-aware multimedia transmissions. In addition, it enables video dissemination
with a similar video quality level compared to non-QoE packet-level redundancy mech-
anisms, but with reduced overhead, leading to many benefits for a resource-constrained
system, such as reduced energy and bandwidth consumption.
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The proposed mechanism applies RS coding to encode the set of npkts original
video packets. This is because RS deals with burst errors more effectively, has low compu-
tational complexity, and consumes less energy than other coding techniques, as required
for many multimedia applications [92, 93]. The QoE-aware redundancy mechanism adds
r redundant packets to a set of original video packets, i.e., it encodes npkts original video
packets into a set of K coded packets by producing (r = K − npkts) additional packets.
Thus, whenever the destination node receives any n out of the K packets correctly, it may
decode the frame immediately and drop the subsequent redundant packets.

Algorithm 1 shows the pseudo-code for the proposed QoE-aware redundancy
mechanism used by the source nodes, before transmitting multimedia packets. The pro-
posed algorithm requires a default value for the percentage of redundancy (r) to apply
for a set of npkts original video packets, and also the number of P-frames that requires
packet redundancy (X1) (lines 1 and 2). This is because P-frames that appear earlier in
the GoP causes impairments over a longer period, since subsequent P-frames are directly
or indirectly impaired until the decoder receives the next I-frame. For instance, X1 equals
50% means that the proposed redundancy mechanism adds r redundant packet only to
50% of P-frames in each GoP.

For every incoming video frame, the mechanism must know some video informa-
tion, namely the relative frame position within the GoP (p), the number of packets after
fragmentation (npkts), and the frame type (line 3 to 5). To obtain this information, a
deep packet inspection algorithm enables to extract information about the frame type
and intra-frame dependency for each video packet, since each video flow starts with a
sequence header followed by a GoP header (as presented in the MPEG standard), and
then by one or more coded frames. Hence, the proposed redundancy mechanism adds r

redundant packets to a set of npkts original packets depending on the frame type and the
location of the P-frame within the GoP.

As mentioned earlier, frame loss might affect the video quality in different ways
depending on the user experience. In this way, I-frames, and also P-frames earlier in the
GoP, i.e., P-frames with a relative position p lower than X1, have their packets encoded by
using RS coding to add r% of packet redundancy for the set of npkts original packets (lines 6
to 13). This is because losses of these frames cause greater video impairment, as presented
by Greengrass et al. [45,53]. Hence, these frames require robust and resilient transmission,
which is achieved by adding redundant packets, and this enables the destination node to
decode the frame even if packet losses occur.

P-frames later in a GoP, i.e., P-frames with a relative position p higher than X1,
and each B-frame is sent without any packet redundancy (line 14 to 19). This is because
loss of these packets creates less video distortion for a given user watching the video
sequence. It should be noted that X1 is defined based on video motion and complexity
levels. This is because a GoP may be composed of video frames with different sizes,
depending on the spatial and temporal levels in the video content. For instance, a given
video sequence with larger I-frames will be fragmented into several packets, e.g., videos
with high spatial complexity, such as the Flower video sequence downloaded from the
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YUV library [48]. In this context, the dropping probability of an I-frame increases, which
produces different impact based on user perception. The same process occurs with P- and
B-frames for videos with high temporal complexity, such as the Football video sequence
downloaded from the YUV library. Aguiar et al. showed that the video called Mobile
has the biggest I-frame size and, consequently, has a highest spatial complexity, while the
video Football has the smallest ones [51].

Algorithm 1 QoE-aware Redundancy Mechanism
Startup

1: Let r = redundancy measured in %
2: Let X1 = number of P-frames that need packet redundancy

on receiving a given video frame from the application layer
3: Let frameType ← getFrameType(frame)
4: Let p ← getRelativePosition(frame) // relative frame position within the GoP
5: Let npkts ← getNumberOfPaackets(frame) // number of packets after frame fragmentation
6: if frameType = I then
7: addRedundancy (npkts, r); //add packet redundancy using RS coding
8: SendWithRedundancy(k, npkts)
9: end if

10: if frameType = P and p <= X1 then
11: addRedundancy (npkts, r); // add packet redundancy using RS coding
12: SendWithRedundancy (k, npkts)
13: end if
14: if frameType = P and p > X1 then
15: SendWithoutRedundancy (npkts)
16: end if
17: if FrameType = B then
18: SendWithoutRedundancy (npkts)
19: end if

Let us illustrate the behaviour of the proposed mechanism by means of Fig-
ure 14. In this example, we assume r equals to 100%, i.e., the proposed redundancy
mechanism adds npkts for each set of npkts original packets. Moreover, let us assume
X1 equals 50%, i.e., the mechanism adds redundant packets only to 50% of earlier P-
frames in each GoP. Finally, we consider a video sequence with GoP size of 18 frames
and 2 B-frames between successive P-frames, i.e., a GoP has the following frame sequence
IBBPBBPBBPBBPBBPBB. Hence, the proposed QoE-aware redundancy mecha-
nism adds npkts redundant packets for each set of npkts original packets for each I-frame
and the first two P-frames within each GoP.

Our proposed QoE-aware redundancy mechanism provides the following advan-
tage, such as expected for many wireless multimedia applications. It protects priority
frames during loss or link error periods, as well as achieves high resilience and reliability
without wasting more bandwidth and energy. Moreover, it reduces the overhead compared
with non-QoE redundancy mechanisms, which also minimizes delay, since it reduces the
number coded packets that have to be buffered before the encoding and decoding pro-
cess at the application layer, as well as in intermediate forwarding nodes. Finally, it
decreases energy consumption at the source node, as well as indirectly preserving energy
of intermediate nodes.
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Figure 14: QoE-aware Redundancy Mechanism Example

Hereafter, we analyse the frame overhead introduced by the proposed QoE-aware
redundancy mechanism (communication overhead), and also the memory usage and algo-
rithm complexity (computational complexity).

• Communication overhead: based on the example of Figure 14, the proposed QoE-
aware redundancy mechanism adds redundant packets only to 3 frames out of 18
frames for each GoP, i.e., the I-frame and the first two P-frames. In other words,
the proposed redundancy mechanism transmits the GoP with the following frame
II ′BBPP ′BBPP ′BBPBBPBBPBB. This is because the source node only adds
redundant packets to priority frames, reducing the overhead compared to existing
non-QoE approaches. Hence, we conclude that the parameters r and X1 dictate the
communication overhead for the proposed QoE-aware redundancy mechanism. It is
important to mention that the number of redundant packets depends on the frame
size and the fragmentation size. In addition, the frame size depends on the video
motion and complexity levels, as introduced by Aguiar et al. [94].

• Computational complexity: Algorithm 1 adds redundant packets based on their
frame priorities, which can be done using a small number of float point operations.

3.4 Summary

In this chapter, we introduced the concepts of error correction schemes to handle
packet loss in real-time wireless communications, as well as examining the video charac-
teristics. On the basis of these observations, we proposed a QoE-aware redundancy mech-
anism, which targets the reduction of the number of redundant packets to save network
resources, such as bandwidth, while keeping transmitted videos at a good quality. More
specifically, the proposed mechanism adds redundant packets depending on the frame type
and the location of the P-frame within the GoP, protecting those frames during losses or
link error periods, such as expected for many wireless multimedia environments.
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CHAPTER 4

A Multi-hop Hierarchical Routing Protocol
for Efficient Video Communication

This chapter introduces our contributions towards an efficient and reliable hier-
archical routing protocol for static WMSNs, the MEVI protocol [95–97]. MEVI provides
scalability, reliability, energy-efficiency, load balancing, and also improves the transmis-
sion of multimedia content over WMSN scenarios with video quality level support from
the user’s perspective.

In our initial work [95], we proposed cluster formation with low overhead, pro-
viding scalability, and also energy-efficiency. Later, we proposed to trigger multimedia
transmission according to sensing relevance, supporting energy-efficiency for multimedia
transmissions [96]. In following works [98, 99], we introduced end-to-end link quality es-
timation, but in these studies we do not consider a hierarchical architecture, multiple
node-disjoint paths, and requirements to provide multimedia dissemination with QoE
support. In our recent work [97], we proposed to find multiple node-disjoint paths, and
evaluated each possible path by means of a cross-layer end-to-end link quality estimation,
supporting multimedia transmissions with high packet delivery rate. In such work [97],
we also combined frame relevance with a multi-path scheme to schedule the multimedia
dissemination, enabling load balancing, as well as increasing the video quality level from
the user perspective.

The remainder of this chapter is structured as follows. Section 4.1 highlights the
motivations to propose MEVI. Section 4.2 introduces the network model for the static
WMSNs network scenario considered by MEVI. Section 4.3 presents the problem state-
ment addressed by MEVI. Section 4.4 describes the basic design and operating principles
of the MEVI protocol. Section 4.5 concludes the chapter.
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4.1 Motivation

Figure 15 shows a WMSN application example, where a fixed network infrastruc-
ture is available. In such case, some nodes are able to continuously monitor physical scalar
sensor data to predict an event occurrence, by means of existing models or methods and
defined by an expert [14]. As soon as there is an event occurrence, another set of nodes
must transmit multimedia data, e.g., audio and video streaming, with QoE assurance
to headquarters or IoT platforms, such as provided by the semantic system [11], sen-
sor4cities [12, 13], i-SCOPE [100], and other IoT platforms. In this context, multimedia
content provides more precise information than simple scalar data, enabling specialists,
mobile users, or computer vision software to visually verify the real impact of the event,
avoid false-positive alarms, take consciousness of what is happening in the environment,
plan actions, detect objects or intruders, and analyse scenes. Sensor4cities [12, 13] is an
example of a tool that can be used to allow the users to request scalar or multimedia data
from the monitored area via webpages and social networks, e.g., Twitter or Facebook.
After receiving scalar or real-time multimedia flows, sensor4cities can share them with a
control center or mobile user for further analysis. However, in this chapter, we focus only
on how to disseminate video flows and physical scalar sensor data with QoS or QoE as-
surance, robustness, and reliability to feed smart cities or IoT platforms for static WMSN
scenarios.
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Figure 15: Hierarchical Network Architecture for Static WMSNs

We consider a river monitoring application [17–19] composed of a set of nodes
sensing the river flow by means of physical scalar measurements, and also using another
set of nodes collecting multimedia data in the case of an event occurrence. As soon as a
river has fast velocity and high water level, it might be useful to see whether additional
objects, such as wood or thrash are floating on the surface of the river. This is because
these objects might affect the behaviour of the river flow, in particular when they block
the normal flow of the river, and thus the river dam up. However, this phenomenon cannot
be detected by measuring simple scalar data. Hence, live video flows must be collected
to enable such task to be carried out. This scenario description is also desirable for many
WMSN applications, such as safety & security, environmental monitoring, smart parking,
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traffic control, and other smart cities applications.

Physical scalar sensor data measurement requires transmission reliability and
tolerable end-to-end delay. On the other hand, multimedia dissemination demands a high
bandwidth, real-time transmission, lower frame loss, tolerable end-to-end delay and jitter.
In addition, applications involving multimedia dissemination should support QoS and QoE
to deliver video content with, at least, a minimum level of video quality from the user’s
perspective, together with energy-efficiency and scalability [21,101]. These factors impose
considerable constraints and design challenges to design an energy-efficient, scalable, and
reliable routing protocol for WMSNs.

Routing protocols for WMSNs can be classified into flat, location-based, and hier-
archical architectures [25]. Hierarchical network architectures with heterogeneous nodes
have been proven to be more beneficial than flat network architectures for WMSNs in
terms of lower energy consumption, greater functionality, better scalability, and reliabil-
ity. The advantages of using a hierarchical architecture are as follows: i) nodes have
different roles or functionalities to reduce energy consumption; ii) some nodes perform
data aggregation, avoiding unnecessary data transmission; and iii) a set of nodes may
turn-off the radio after transmitting their data packets, and as a result, reduce their
energy consumption and avoid communication conflicts [4, 5, 7].

Energy constraints in WMSNs are even stricter than in WSNs, because multi-
media content creates a huge amount of data that has to be processed, transmitted, and
forwarded, as well as it requires the use of network resources. In this context, continuous
multimedia delivery requires the transmission of multimedia content gathered at a speci-
fied rate independent of any event or user query. Moreover, in most WMSN applications,
periodic multimedia transmissions involve the delivery of irrelevant multimedia content
without any event occurrence, causing wasteful expenditure of energy and bandwidth
[102]. On the other hand, in the event-driven and query-driven models, the transmission
of video content is triggered only when an event occurs or a query is generated. There-
fore, the routing protocol for WMSNs should be based on either the query-driven or the
event-driven model in order to reduce the waste of scarce network resources [25]. Finally,
a hierarchical routing protocol should minimize the signalling overhead required for the
cluster formation to increase the network lifetime.

Scalability is another key issue for a hierarchical routing protocol in WMSNs,
which is achieved by an efficient multi-hop routing scheme [25]. Moreover, multi-path
communications allow the routing service to provide load balancing, bandwidth aggre-
gation, and reduced delay compared to single-path communication [26]. However, the
routing protocol must find node-disjoint multiple paths that avoid common nodes (or
hot spot) among different paths. This is because node-disjoint multi-path routing miti-
gates the problem of packet losses at intermediate forwarding nodes with restricted buffer
capacity, and thus improves the video quality level.

Low-power radios used in WMSNs are very sensitive to noise, interference, and
multipath distortion, which causes link unreliability. Significant link quality fluctuations
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and weak connectivity also have serious effects on the quality of wireless communication.
In this context, the link quality estimation accuracy greatly impacts the efficiency and
reliability of the routing protocols. In this context, many routing protocols rely on link
quality estimation to help in the selection of high quality routes for communications [103].

To ensure efficient and reliable routing decisions, nodes must have knowledge
about the remaining energy of their neighbour nodes, and also the number of hops required
to reach the destination node for each possible path. However, reliable route selection
must consider both cross-layer information and end-to-end link quality estimation with
minimum overhead to find node-disjoint multi-path [104]. Hence, the routing protocol is
able to select QoS/QoE-aware multi-path routes to transmit multimedia or scalar data
with high packet delivery rate.

As introduced in Section 2.1, frames with different priorities compose a com-
pressed video. From a human’s standpoint, the loss of high priority frames causes severe
video distortion. Hence, a key principle in a QoE-aware routing protocol for WMSNs is
to have the ability to schedule high priority frames through better paths, and less im-
portant frames via alternative paths. In this way, it protects key frames during losses
and link error period [45, 53]. However, so far, current hierarchical routing protocols for
WMSNs have failed to take into account of all of these key features outlined in this sec-
tion into a single proposal. These features are needed to support scalability, reliability,
energy-efficiency, and QoE-aware multimedia transmission.

4.2 Network Model

We consider a network composed of n static nodes deployed in the monitored area.
Those nodes have an individual identity (i ∈ [1, n]) and are represented in a dynamic graph
G(V,E), where vertices V = {v1, v2, ..., vn} create a finite set of nodes, and edges E =
{e1, e2, ..., em} build a finite set of asymmetric wireless links between them. Each node
vi is able to estimate network conditions at the physical layer for a given link ej, j =
1, ...,m. For instance, the physical layer of CC2420 radio chip provides LQI, RSSI, and
SNR to compute the LQE for each received packet [89]. In this chapter, w(ej) ∈ [w(ej)min,
w(ej)max] denotes the LQE for a given link ej.

Each node vi has a queue (Q) ∈ [0, Qmax], which has a maximum queue capac-
ity (Qmax) and current queue length (Qlength). The queue policy schedules the packet
transmission using the First In First Out (FIFO) algorithm, and drops packets by using
the drop tail algorithm in case of buffer overflow. Moreover, each node vi has a battery
(P ) with initial power (P0) and maximum power (Pmax), and it is able to estimate the
remaining energy (REt) at any time t. A given node vi requires power (Ptx) to transmit a
packet, (Prx) to receive a packet, and (Psense) either to retrieve a video frame or to sense
physical scalar sensor measurements.

MEVI relies on a hierarchical network architecture with heterogeneous nodes, as
expected for many WMSN scenarios. This is because hierarchical architectures has been
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proven to be more effective than flat architectures in terms of lower energy consumption,
greater functionality, better scalability, and reliability [4, 5, 7]. In this context, nodes vi
can be categorized as follows: Sensor Nodes (SNi, i = 1, 2, ..., n’) ⊂ V ; and Camera
Nodes (CNi, i = 1, 2, ..., n”) ⊂ V , as illustrated in Figure 16. Every SNi is equipped
with a radio transceiver and a scalar sensor, but they are restricted in terms of energy
supply, processing, and memory space. On the other hand, every CNi is equipped with
a radio transceiver, an alternative energy source, a camera, and an image encoder. For
instance, each CNi can be equipped with rechargeable battery or solar power, such as
introduced by Abu-Baker et al. [29] and Solobera [30]. Solobera proposed a permanent
24/7 solar-operated network for fire detection and localization in the Asturias region in
the north of Spain.
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Figure 16: Network Model for Static WMSNs

We consider a network composed of one Destination Node (DN) equipped with
a radio transceiver, an image decoder, and unlimited energy supply. For convenience of
notation, we denote SN ⊂ CNi (Source Node) as the CNi responsible for capturing video
flows and transmitting them to the DN in a multi-hop fashion. Each CNi encodes the
video stream before distributing, and the DN decodes the received packets by converting
them from an intermediate format to a video sequence, as introduced in Section 2.1.

In a similar way to existing hierarchical routing protocols for WMSNs, MEVI
considers that every SNi performs simple tasks, such as collecting physical scalar mea-
surements in the monitored area, and transmitting them to CNi in a given time-slot. Each
SNi can be deployed in a uniform or random way, depending on application requirements
or cost issues. However, node deployment is out of scope of this thesis. On the other
hand, each CNi carries out more complex tasks, such as routing, slot allocation, synchro-
nizing SNi transmissions, multimedia retrieval, and data aggregation. Moreover, each
SN must establish a route PSN,DN = {SN,CNi, ..., DN} connecting any pair of SN and
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DN via multiple CNi. Each CNi locations is pre-defined by the network administrator,
in accordance with the physical characteristics of the environment or local policies.

Each CNi or DN processes the physical scalar sensor measurements by means
of existing models or methods with the aim of predicting an event occurrence, such as
flooding, fire, detecting intruders, or any other event [14,31,32]. As soon as a given CNi

detects an event in the monitored are, it must start multimedia retrieval and transmis-
sion to provide more precise visual information about the monitored environment than
simple scalar data does. Thus, real-time multimedia transmission enables the end-user
(or system) to visually identify the real effects of the event, take consciousness of what
is happening in the environment, plan actions, analyse scenes, and also help to detect
objects or intruders [15,16].

4.3 Problem Statement

In this chapter we address the following issues.

• We introduce a cluster formation with low overhead, while at the same time we
provide efficient and reliable intra-cluster communication.

• We find a subset of reliable camera nodes CNi to establish multiple paths PSN,DN =
{SN,CNi, ...DN} ⊂ V , connecting a SN to a DN via multiple CNi. In particular,
the subset of optimal CNi must provide high packet delivery rate.

• We trigger multimedia transmission according to the SR index, avoiding the trans-
mission of unnecessary video content and saving scarce network resources, such as
energy and bandwidth.

• We schedule multimedia transmission via multi-paths according to the frame rele-
vance, providing load balancing and QoE-awareness.

4.4 MEVI Design and Operation Principles

This section outlines our proposed MEVI protocol, a hierarchical routing protocol,
which considers two phases for data transmission: (i) single-hop communication between
SNi and CNi to create clusters, called intra-cluster communication; and (ii) multi-hop
communication between CNi and DN , called inter-cluster communication. The intra and
inter-cluster communication comprises a superframe, as illustrated in Figure 17. More-
over, MEVI triggers the multimedia transmission according to the sensed information
about the environment. It also takes into account a multi-path routing scheme and frame
relevance to provide load balance, robustness, and QoE-aware video transmission.
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Figure 17: Superframe Structure

4.4.1 Intra-Cluster Communication

The advertisement period (adv) and a set of slots (slotk, k = 1, 2, ..., nslot)
compose the intra-cluster communication, as depicted in Figure 18. During intra-cluster
communication, nodes SNi and CNi create clusters with low signalling overhead, and
each SNi transmits the sensed scalar physical measurements in a specific slotk to a given
CNi. Furthermore, each CNi receives the data packets from a set of SNi, aggregates them
into a single packet, and assigns slotk for each SNi according to the TDMA schedule.

MEVI contains a set of parameters for intra-cluster communication: (i) time-
slot duration (tslot) indicates the time interval that a given SNi takes to transmit its data
packets; (ii) nslot indicates the number of contained time-slots in each superframe; and (iii)
Round (R) denotes the total amount of time for intra- and inter-cluster communications.
All superframes contain the same values for the parameters nslot and tslot, and these values
depend on the application requirements. For instance, each SNi must allocate enough
slots to satisfy the required bandwidth and delay.

Slot 1 ...Adv

Where:
Adv - Advertisement period

n - number of slots

Slot n

Intra-cluster

communication

Inter-cluster

communication

Figure 18: Intra-cluster Communication Structure

Existing hierarchical routing protocols considers that each CNi and SNi have to
exchange at least beacon, join, and schedule messages, before sending their data packets.
In contrast to those protocols, the beacon message in MEVI includes the TDMA schedule,
and the data packet behaves as a join message. This is because before each SNi tries to
allocate a given slotk in a CNi, it has to wait for a beacon message sent by CNi, and then
the SNi must send its data packet within the selected slotk. In this way, MEVI provides
a cluster formation scheme with a low overhead.
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Algorithm 2 shows the pseudo-code for cluster formation proposed for intra-
cluster communication. Each SNi remains in sleep mode until the beginning of a new
superframe, which is started by each CNi broadcasting a beacon message. Before trans-
mitting the beacon message, each CNi must include each slotk status, i.e., idle or busy,
in the slotStatus field (lines 7 – 13). Hence, compared with existing hierarchical routing
protocols, such as LEACH [64] and PEMuR [65], the beacon message in MEVI integrates
the schedule and beacon messages, which contains the following fields:

• CNk: camera node address;

• timestamp: timestamp for the current beaconMessage; and

• slotStatus: a queue to report the TDMA schedule;

MEVI takes into account the link quality estimation for a given link ej between
any pair CNk and SNj, as the metric to enable each SNj in order to select a reliable
CNk to transmit its data packet. LQE can be classified as either hardware-based or
software-based [105]. Software-based LQEs enable to either count or approximate the
PRR or the average number of packet transmissions or re-transmissions. For instance,
the PRR counts the Packet Reception Ratio as the ratio of the number of successfully
received packets to the number of transmitted packets, for each window of w received
packets. However, software-based LQEs include overhead and delay to estimate the link
quality w(ej) for a given link ej. On the other hand, hardware-based LQEs, such as LQI,
RSSI, and SNR, are directly read from the radio transceiver (e.g., the CC2420) upon the
reception of a packet. Gomez et al. [106] compared the performance of RSSI and LQI in
terms of reliable transmission, and as a result found that LQI can improve the reliability
of a single-hop link. Hence, we considered the LQI values to estimate the link quality
w(ej) for a given link ej between any pair CNk and SNj.

As soon as a given SNi receives a beacon message from each CNi, it extracts
the candidateid, and derives the LQI value. It should be stressed that MEVI takes into
account the degree of variability of wireless links, since each SNi computes the exponen-
tial average for the LQI (LQIavg) perceived in the last (w) beacon messages from each
CNi. Thus, MEVI gives more importance to recent LQI values. In contrast to existing
hierarchical routing protocols, where each SNi sends a join message for a given CNi, each
CNi chooses a slotk for each SNi, and then the CNi sends a schedule message. In MEVI,
each SNi becomes aware of idle slotk by analysing the slotStatus field contained in a
beacon message, and then it randomly selects one of the idle slots (selectedSlot). Once a
given SNi has those information for each received beacon, it must add them into a CNk

candidate list (candidateList) (lines 14 – 23), which contains the following information:

• candidateid: camera node address;

• selectedSlot: the selected slot to send the collected data;

• LQItemp: a queue to save the last w LQI values; and
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• LQIavg: exponential average for the LQI perceived in the last w beacon messages.

After transmitting a beacon, every SNi must select a given CNi with the highest
LQIavg from the candidateList. This is because the selected CNi should be the candidate
node with the best communication quality, reducing waste of energy and the number of
lost packets (lines 24 – 28). Following this, each SNi waits for its selected slotk, and sends
the collected physical sensor data measurements to the chosen CNi (lines 29 – 32). In the
case of each data packet received by a given CNi, it must decide about the slot allocation
for each SNi and perform data aggregation (lines 33 – 36).

Algorithm 2 MEVI Cluster Formation
StartUp

1: Let tslot = slotk duration
2: Let nslot = number of slotk
3: Let R = total amount of time for intra- and inter-cluster communication
4: Let slotStatus = queue to report the TDMA schedule
5: Let aggPkt = queue to aggregate data packet
6: Let candidateList = CNk candidate list

Start the advertisement period
7: if vi is CNi then
8: broadcast beaconMessage(CNk, slotStatus)
9: end if

10: if vi is SNi then
11: turn the radio on
12: end if
13: Restart the advertisement period at R

on receiving a beaconMessage
14: if vi is CNi then
15: drop message
16: end if
17: if vi is SNi then
18: c.cadidateid ← getSourceId(beaconMessage)
19: c.LQItemp ← getLQI(beaconMessage)
20: c.LQIavg ← computeExponetialAverage(c.LQItemp)
21: c.selectedSlot ← selectSlot(beaconMessage.slot[]) // randomly select an available slot from

beaconMessage.slotStatus
22: ADD c to candidateList
23: end if

End of the advertisement period
24: if vi is SNi AND candidateList is not empty then
25: candidateList order by LQIavg
26: set the sendData timer to fire at currentTime + candidateList[0].slot * tslot
27: turn the radio off
28: end if

On sendData timer timeout
29: turn the radio on
30: data ← getSensorData() // sense physical sensor data measurement
31: sendData(data, candidateList[0].cadidateid)
32: turn the radio off

on receiving a dataPacket
33: schedulingDecision(dataPacket)
34: if successfully slotk allocation then
35: aggPkt.enqueue(dataPacket)
36: end if
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For slot allocation decision, i.e., schedulingDecision(dataPacket), a given CNi

must successfully assign slotk when only one SNi tries to allocate such slotk. On the other
hand, when multiple SNi attempt to use the same slotk, the CNi randomly allocates slotk
to one of those candidates. Moreover, a given CNi considers any slotk as idle, when it
discovers that one of slotk has not been used for the last y super-frames (called the idleness
of a time-slot).

Each SNi must wait for the next beacon message to find out if the selected
slotk was successfully allocated. If this holds, it must keep sending the collected physical
environmental data using the same slotk, until it finds that the LQIavg of another CNi in
the candidateList is higher than the current CNi. Otherwise, each SNi must repeat this
procedure until obtaining a slot. It should be noted that each SNi only turns the radio
on in the beacon transmission period and in its own time-slot.

Hereafter, we analyse the memory usage and algorithm complexity (computa-
tional complexity), and also the signalling overhead (communication overhead) introduced
by the MEVI intra-cluster communication algorithm.

• Communication overhead: the communication complexity of our algorithm is n,
where n is the number of camera nodes deployed in the network. This is because each
camera node broadcasts only one beacon message per round. MEVI adds low byte
overhead compared to existing solutions, since it includes only the slotStatus field
into the beacon message. Hence, we conclude that our proposed cluster formation
algorithm adds low byte and message overhead compared to existing hierarchical
routing protocols.

• Computational complexity: the proposed algorithm has a computational complexity
value of O(n). This is explained because as soon as there is an incoming beacon
message, each SNi has to search for an available slotk in the slotStatus field, which
has a size of nslot (line 21). Moreover, each SNi has to order the candidateList from
higher LQIavg to lower LQIavg values, and the candidateList has the size of o (line
25). It can be concluded that the algorithm has a computational complexity with a
cost of O(n), since the candidateList size o and the number of slotk nslot have quite
similar values.

4.4.2 Inter-Cluster Communication

The inter-cluster communication consists of a route discovery period, where MEVI
explores a reactive scheme to find on demand multiple paths PCNi,DN between any pair of
CNi and DN . The route discovery process involves each CNi broadcasting route request
(RREQ) and reply (RREP) messages, searching for available multi-paths. Hence, each
CNi forwards the aggregated and multimedia data packets to the DN , and the DN can
also request multimedia content to a given CNi in case of event occurrence.
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4.4.2.1 Operational Modes: Normal or Event Mode

When an event occurs in the monitored field, any SNi located in the event region
generates data packets with scalar environmental information of the event. A given SNi

closer to the event has a higher Sensing Relevance (SR) than any other SNi, because
it can generate more accurate and detailed information from the event area [31]. For
instance, in temperature or fire monitoring applications, a given SNi that senses a higher
temperature value must have a higher SR, because it generates urgent information [32].

We defined that the SR of each sensor node SNi into three categories, representing
the potential of each SNi to provide relevant physical scalar sensor data for the monitoring
application. In such way, the SR depends on the application requirements. The SR
categories are the following.

• Irrelevant. It may happen after random deployment that a given SNi has no
relevant scalar physical measurements for the monitoring application, i.e., a given
SNi collects only values lower than a defined soft threshold. In this case, the cor-
responding CNi should turn off their camera, since no visual information should be
transmitted. Hence, in such case, the camera node acts only as relay node.

• Medium relevance. Based on the scalar physical measurements, e.g., tempera-
ture, humidity, or any other measurement, visual information should be sent by the
CNi, but the DN decides if the CNi should start to transmit multimedia data or
not. Hence, a given CNi with low relevance may be transmitting complementary
visual information in order to confirm that an event occurred in the monitored area,
and also to identify its real impact on the basis of valuable visual information.

• High relevance. It indicates that an event already happened, and thus the re-
trieved visual information is highly critical. Moreover, some CNi have higher rel-
evance for the application, requiring prioritized treating in packet processing, con-
gestion control, error recovery, and multipath selection algorithms. In most cases,
lost of information from high relevant CNi may harm the monitoring quality of the
application.

In this context, MEVI relies on existing models or methods [14] to process the
scalar physical measurements to help each CNi to choose the operational mode for inter-
cluster communication. For instance, in case of high or medium SR, the CNi must send
multimedia content to the DN . This is because multimedia data provides more precise
visual information about the monitored environment than simple scalar data does.

Figure 19 shows the activity diagram for inter-cluster communication. During
the Event Occurrence (EO) period, each CNi analyses received data packets from every
SNi to detect if one of the sensed data measurement has a higher SR, i.e., when one of
the data measurements is higher than a hard threshold. For instance, for temperature or
fire monitoring applications, temperature higher than 90 ◦C indicates that an event has
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already occurred, and the CNi must provide as much visual information as possible. In
this way, as soon as a given CNi detects that the collected data from any SNi has a higher
SR, it must start the event mode. It should be underlined that such CNi does not need to
save energy in case of important data to be sent, since the users or civil authorities need
visual information to be aware of what is happening in the environment, and depending
on the event, e.g., a fire or flooding, the network nodes might quickly die or be destroyed.
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Figure 19: Activity Diagram for Inter-Cluster Communication

Any CNi should start the event mode by sending an event message through the
path PCNi,DN that connects the CNi to the DN via multiple CNi. Hence, it is possible to
avoid interference, and also give priority to multimedia transmissions from the monitored
area with high SR. As soon as every CNi that composes the path PCNi,DN becomes aware
of the event mode, Multimedia Transmission (MT) period starts.

In normal mode, i.e., in case of medium or irrelevant SR, any CNi only transmits
video content when the DN requests it, since there is a low risk of event occurrence, and
also during the normal mode every CNi aims to save scarce resources, such as energy and
bandwidth. As soon as a given CNi has an aggregate packet to send to the DN , it must
search for available paths PCNi,DN to reach the DN via multiple CNi within the Route
Discovery (RD) period. After the RD period, each CNi must send the aggregate packet
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to the DN during the Send Aggregate packets (SA) period.

On receiving an aggregate packet, the DN must analyse the SR of the received
data by means of existing models or methods. The DN requests a video sequence from
a given CNi within the Multimedia Request (MR) period, as soon as the DN detects
that one of the sensed values from such CNi is higher than a defined soft threshold,
i.e., the data has medium SR. For instance, again in temperature or fire monitoring
applications, temperature higher than 60 ◦C might indicate a possible event occurrence.
Hence, multimedia data can be used to confirm that an event occurred in the monitored
area, and also to identify its real impact on the basis of valuable visual information. On
the other hand, no visual information should be transmitted in case of low SR for the
monitored data. Figure 20 illustrates periods that comprise inter-cluster communication.
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Figure 20: Inter-Cluster Communication Structure

4.4.2.2 Node-disjoint Multiple Route Discovery

MEVI finds on-demand multiple node-disjoint paths PSN,DN between any pair of
SN and DN via multiple CNi by transmitting RREQ and RREP messages. The RREQ
message corresponds to the beginning of the route discovery process. Figure 21 shows the
fields that compose the RREQ message in MEVI.

• type: It is used to identify the message type. RERQ messages are marked with the
value equal to 1;

• srcaddr: Source node address for a given RREQ message;

• destaddr: Destination node address for a given RREQ message;

• RREQseq: RREQ sequence number;

• routeid: Route identifier;

• HC: Number of hops for a given RREQ message;

• DL: Number of disconnected links for a given RREQ message;

• CL: Number of connected links for a given RREQ message;
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• REt: Remaining energy of a given next-hop.

 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1  
0                   1                   2                   3

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|     Type      |    RREQ ID    |   Route ID    |   Hop Count   |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                        Source address                         |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                      Destination address                      |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|      CL       |      DL       |     Energy    |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 21: Route Request Message

The RREQ message is part of the route discovery process, and represents a re-
sponse to a route request, which contains information describing the route. The RREP
message in MEVI contains the following fields, as shown in Figure 22.

• type: It is used to identify the message type. RERP messages are marked with the
value equal to 2;

• srcaddr: Source node address for a given RREP message;

• destaddr Destination node address for a given RREP message;

• RREPseq: RREP sequence number;

• routeid: route identifier;

• HC: Number of hops for a given RREP message;

• CL: Number of connected links for a given RREP message;

• DL: Number of disconnected links for a given RREP message;

• REt: remaining energy of a given next-hop.

 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1  
0                   1                   2                   3

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|     Type      |    RREP ID    |   Route ID    |   Hop Count   |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                        Source address                         |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                      Destination address                      |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|      CL       |      DL       |     Energy    |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 22: Route Reply Message

The proposed protocol assigns an identifier (routeid) for each possible path PSN,DN

in order to name each possible path, and thus it helps MEVI to find node-disjoint multi-
paths. More specifically, the SN broadcasts the RREQ message with routeid field empty,
then the first node that rebroadcasts the RREQ message adds its identifier into the routeid
field of the RREQ message. Figure 23(a) illustrates the route discovery operation, where
the SN broadcasts a RREQ message to find possible node-disjoint multiple paths PSN,DN ,
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i.e., paths with different routeid. In this example, the RREQ message traverses by three
possible paths to reach the DN with different routeid, i.e., routeid equals to 1, 4, and 6.
Hence, each RREQ arriving via a different neighbor of the SN has a different routeid,
defining a node-disjoint path.

It should be pointed out that a given CNi never rebroadcasts duplicate RREQs,
so any two RREQs arriving at given CNi via a different neighbor of the SN could not
have traversed the same node, and thus RREQ duplicates are discarded in intermediate
CNi. For example, node 7 receives RREQs with routeid 4 and 6, and thus it knows that
these paths are not node-disjoint. In this case, node 7 does not rebroadcast the RREQ
with routeid 4, and it adds only the path with routeid 6 into the routing table.
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Figure 23: Multi-Path Route Discovery

As soon as the RREQ message has reached the DN , it creates a new entry
into the routing table for each incoming request from every SN , even when the received
RREQs have a different routeid. Afterwards, the DN must send a corresponding RREP
message for every incoming RREQ message. This is because MEVI aims to establish a
full bi-directional multi-path PSN,DN , as depicted in Figure 23(b). The RREP message
travels back to reach the SN , which creates new path entries in the routing table for every
incoming RREP. The routing table in each CNi contains the following information:

• srcaddr: source node address for a given path PSN,DN ;

• destaddr: destination node address for a given path PSN,DN ;

• routeid: route identifier;

• HC: Number of hops to reach the DN ;

• CL: Number of connected links to reach the DN ;

• DL: Number of disconnected links to reach the DN ;

• PQ: path quality for a given path PSN,DN .
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Existing studies classify each possible path PSN,DN according to hop-count or
single-hop metrics. In contrast to those studies, MEVI evaluates the end-to-end link
quality communication by using regions of connectivity presented by Baccour et al. [105],
which classified links by means of the experienced Packet Reception Ratio (PRR) into
three regions of connectivity, namely connected (PRR higher than 90%), transitional
(PRR between 10% and 90%), and disconnected (PRR lower than 10%), as depicted in
Figure 24(b). Based on this information, MEVI attempts to find routes composed of
connected links to support multimedia transmissions with high packet delivery rate. In
addition, as explained in the following section, MEVI schedules packet transmission via
multiple paths by using frame priority from the user experience, protecting key frames
during loss or link error periods.

To estimate the end-to-end link quality during route discovery in MEVI, each
CNi must count the number of disconnected (DL) and connected (CL) links for a given
path PSN,DN . These counters are included into two fields within the RREQ and RREP
messages, namely the DL and CL fields. In this context, two thresholds, i.e., LQIbad
and LQIgood, define the boundaries of the disconnected and connected regions, as shown
in Figure 24(b). Those thresholds must be defined according to performed calibration
experiments, which consist of establishing a rich set of single-links exhibiting different
qualities, regardless of any external factors, such as collisions and routing. It is important
to mention that end-to-end link quality estimation was first introduced in our studies [98,
99], but without considering the requirements to provide multimedia dissemination with
QoE support, hierarchical architecture, and multiple node-disjoint paths. For instance,
in our initial studies [98,99], we do not count the number of connected links, i.e., reliable
links, but we only count the number of disconnected links. In addition, in such works
[98,99], we do not integrate the number of disconnected links into a formula to score each
possible path PSN,DN .

As recommended by Baccour et al. [107], 40 nodes are deployed for the calibration
experiments, which have different distances and directions from the DN , as depicted in
Figure 24(a). This is because distance and direction directly affect the link quality. Nodes
were placed in a circle around the DN , where we divided nodes into 8 sets with different
radius. Each set contains 4 nodes, all placed in a circle around the DN . The distance
between two consecutive sets is equal to 1 meter. Each node had an exclusive time-slot
defined according to a TDMA scheme, enabling each one to transmit a burst of npkts

packets to the DN without collision and interference. Hence, based on exchanged data,
the link quality of each unidirectional link has been estimated. Figure 24(b) presents the
PRR as a function of the LQI, where it is possible to defined two thresholds, i.e., LQIbad
and LQIgood, which represent the boundaries of the disconnected and connected regions.

After calibration experiments have been carried out, we can correlate the PRR
and LQI provided by each link ej. For instance, a given link ej is considered as a dis-
connected link, when it has LQI lower than LQIbad. A video sequence transmitted via
a disconnected link might have a reduced video quality level, since this link has a high
packet loss rate. In addition, a given link ej with LQI higher than LQIgood provides a
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connected link, enabling multimedia transmission with packet delivery guarantee, such
as expected for multimedia applications with QoE support. Finally, a given link ej with
LQI between LQIbad and LQIgood is considered as a transitional link, which is not stable
to transmit video packets, since the same LQI might have PRR raging from 10% to 90%.
Hence, after receiving a RREQ or RREP message, a given CNi must derive the LQI value,
and classify the links into disconnected and connected based on the LQIbad and LQIgood
thresholds. After that, it must update the values of disconnected and connected fields of
RREQ/RREP messages.
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Figure 24: Network Configuration and Results for Reception Regions Evaluation

Initially, we considered the Link Quality (LQ) ∈ [0, 1] to score and classify each
possible path PSN,DN in MEVI [95,96]. Later, we introduced the Path Quality (PQ) ∈
[0, 1] in MEVI to score and classify each possible path PSN,DN [97], because PQ enables
to score each possible path based on end-to-end link quality estimation. When MEVI
considers LQ to score and classify each possible path PSN,DN , a given CNi computes the
LQ based on Eq. 4.1 by taking into account multiple cross-layer single-hop metrics, namely
energy (REt), link quality (LQI ), and number of hops (HC ). The proposed LQ considers
tree weights (ωenergy, ωLQE, ωHC) to assign a different degrees of relevance for each of
those metrics, which can be adjusted according to different application requirements.

LQ = ωenergy ×
REt

E0

+ ωLQE ×
LQI

LQImax

+ ωHC ×
HCmax −HC

HCmax

(4.1)

The sum of weights is equal to 1. E0 represents the initial energy for a given CNi,
LQImax represents the maximum value for LQI, and the maximum Hop Count (HCmax)
depends on the network diameter. Each possible path PSN,DN has a LQ value ranging
from 0 to 1. In this way, a given CNi searches for the most reliable next-hop candidate
with enough energy to forward the multimedia packets, and also the path PSN,DN with
a low number of hops. According to LQ calculation, the path PSN,DN with the highest
score has the next hop with the best network conditions for transmitting packets.



54 4 A Multi-hop Hierarchical Routing Protocol for Efficient Video Communication

PQ is computed according to Eq. 4.2, which considers cross-layer single-hop
metrics, i.e., REt and LQI, and also end-to-end link quality metrics, i.e., DL and CL.
Moreover, PQ considers coefficients (ϕCL, ϕDL, ϕenergy, ϕLQE) to give different degrees of
priority to each metric. The sum of coefficients is equal to 1, and the values have to be
adjusted according to scenario characteristics or application requirements.

PQ = ϕCL ×
CL

HC
+ ϕDL ×

HC −DL

HC
+ ϕenergy ×

REt

E0

+ ϕLQE ×
LQI

LQImax

(4.2)

The proposed PQ function considers end-to-end link quality metrics, since it re-
turns a high value for a path PSN,DN composed of hops with a higher number of connected
links and a smaller number of disconnected links. It also considers single-hop metrics,
because the next-hop may also have enough energy and a reliable link to forward the
multimedia packets. As result of the PQ calculation, each possible path PSN,DN between
a pair of SN and DN has a PQ value ranging from 0 to 1. Hence, a given path PSN,DN

with a high PQ value provides efficient and reliable end-to-end multimedia transmission.

Figure 23(b) illustrates route selection based on end-to-end information compared
with route selection based on single-hop metrics. For this example, it is assumed that
the link quality threshold LQIbad equals to 75 and LQIgood equals to 95, which are defined
according to the performed calibration experiment results of Figure 24(b). Table 4 shows
the values for HC, LQ (Eq. 4.1), and PQ (Eq. 4.2) for each possible path PSN,DN between
the pair SN and DN . MEVI must select routeid 4 to transmit multimedia packets, when
it considers the lowest number of hops for the routing decision. However, this route has
two bad links, which causes a higher packet loss rate, and thus reduced video quality
level. On another hand, by taking into account the LQ for the routing decision, MEVI
considers routeid 4 as the best route and routeid 6 as an alternative route. However, these
routes contain two bad links, which also cause a higher packet loss rate. Finally, MEVI
selects routeid 1 when it considers PQ for the routing decision, since this route has reliable
end-to-end links, and thus enables MEVI to deliver video content with a higher quality
level support.

Table 4: Routing Table Example

routeid Possible Paths PQ LQ HC
1 S-1-2-3-D 0.74 0.36 4
4 S-4-5-D 0.63 0.58 3
6 S-6-7-8-D 0.73 0.44 4

In the following, we briefly analyse the communication overhead and the compu-
tational complexity included by the inter-cluster communication algorithm used by the
proposed MEVI protocol.
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• Communication overhead. The communication overhead to find multiple paths
PSN,DN by our algorithm is n, where n is the number camera nodes deployed in
the network. This is because in the worst case, each camera node broadcasts one
RREQ and one RREP message to find multiple paths PSN,DN between each pair of
SN and DN via multiple CNi. In addition, MEVI adds low byte overhead compared
to existing solutions, since it includes only four additional fields into RREQ/RREP
messages, namely, routeid, DL, CL, and REt. Hence, we conclude that our proposed
algorithm adds low overhead to find multiple paths PSN,DN compared to existing
hierarchical routing protocols.

• Computational complexity. The proposed algorithm to find multiple paths PSN,DN

has a computational complexity value of O(n). This is explained because each
CNi has to order the routingTable from higher PQ to lower PQ values, and the
routingTable has the size of n. Hence, it can be concluded that the algorithm has
a computational complexity cost of O(n).

4.4.2.3 Video-aware Multimedia Transmission

MEVI schedules packet transmissions via multiple paths by using frame priority
information and also PQ, as explained in the following. Thus, it protects key frames
during loss or link error periods. The goal of the video-aware multimedia transmission
used by MEVI is first to send priority frames through better paths, while enhancing their
successful transmission probability. The second goal is to provide load balancing, which
reduces network congestion and prolong network lifetime.

The video-aware multimedia transmission used by MEVI considers the following
three attributes to schedule the packets: next-hop CNi candidate list, PQ, and frame
importance. Before the SN transmits each multimedia packet, it must acquire the possible
next-hop CNi from the routing table, and also the PQ for each possible path. A deep
packet inspector collects information about the frame type, which is described in the video
sequence and GoP headers.

Figure 25 depicts the activity diagram for the video-aware multimedia transmis-
sion used by MEVI. The SN must order each possible path PSN,DN from the highest PQ
to the lowest PQ value. In this way, it considers a given path PSN,DN with the highest PQ
value as the best path, since this path has better network conditions to provide reliable
end-to-end multimedia transmission. Moreover, it considers the next path PSN,DN as an
alternative path. However, in some cases, an alternative path is unable to provide reliable
multimedia transmissions, since it experiences a higher packet loss rate. Hence, as soon as
MEVI detects that an alternative path has a PQ value lower than a minimal PQ (PQmin),
it only considers one path.

Figure 26 also illustrates how MEVI schedules the transmission of video frames
and aggregated packets by the SN . The simplest case for the load balancing mechanism
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Figure 25: Activity diagram for Video-aware Multimedia Transmission

is when there is only one reliable path, i.e., N = 1, as shown in Figure 26(a). In this
case, the SN sends both aggregate packets and multimedia packets through a single-path
transmission. In the case that the load balancing has two paths, i.e., N = 2, as shown
in Figure 26(b), it schedules the transmission of priority frames, i.e., the I-frame and the
first P-frames, and also the aggregated packets via the best path, since this is a reliable
path for transmitting frames with packet delivery guarantee. On the other hand, the SN

sends other frames, i.e., B-frames and the remaining P-frames, via an alternative path.
In this way, MEVI ensures minimum packet loss for priority frames based on human’s
experience, as well as being able to provide robustness and load balancing.
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Figure 26: Load Balancing Scheme Used by MEVI
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4.5 Summary

In this section, we introduced the MEVI routing protocol to provide load balanc-
ing and multimedia transmission with QoE support, while achieving energy-efficiency. In
specific terms, it provides a cluster formation scheme with low overhead and multi-hop
communication between CNi and DN . A given CNi triggers multimedia transmission
in accordance with the sensed physical environmental conditions from a SNi. Moreover,
MEVI searches for node-disjoint multiple paths, and also evaluates the paths according to
cross-layer end-to-end link quality estimation. Hence, it selects the most reliable route to
send priority frames based on the user’s perspective, and alternative routes to distribute
lower priority frames.
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CHAPTER 5

A Cross-layer Link quality and
Geographical-aware beaconless OR protocol

A reliable and robust routing service for multimedia FANETs must be able to
adapt to topology changes, and also to recover the quality level of the delivered multi-
ple video flows under dynamic environments, caused by node failure or mobility. User
experience on watching live video sequences must also be satisfactory, even in scenarios
with node mobility, network congestion, buffer overflow, and unreliable wireless network
environment, as experienced in many FANET multimedia applications. In this context,
beaconless OR improves network performance by supporting routing decisions in a com-
pletely distributed manner, even if the topology continuously changes. However, cross-
layer optimization in beaconless OR protocols based on information from the network and
link layers, as well as user’s experience are open issues. To the best of our knowledge, ex-
isting beaconless OR protocols [59,81,84–87] do not establish persistent multi-hop routes
with robustness and reliability, and do not prevent the selection of forwarding nodes with
heavy traffic load or low residual energy. In addition, those protocols rely on periodic
route reconstruction, and also they do not consider QoE requirements for multimedia dis-
semination. These factors preclude the ability to achieve multimedia transmission with
reliability, QoE assurance, and robustness.

With the introduction of the Cross-layer Link quality and Geographical-aware
beaconless OR protocol (XLinGO) in [108], we have targeted the designing of an efficient
and reliable beaconless OR protocol. XLinGO relies on a beaconless OR approach to es-
tablish a reliable persistent route, and takes multiple metrics into account to establish it,
including link quality, geographical information, and remaining energy. Later in [109,110],
we integrated XLinGO with the QoE-aware redundancy mechanism [90, 91] to increase
XLinGO’s reliability and resilience, and at the same time, provide multimedia dissemina-
tion over FANET scenarios with QoE support. In both studies, we evaluated the effects of
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different parameters on the video quality level, namely, temporary and permanent node
failures, node mobility with different moving speeds, as well as the transmission of videos
with different characteristics. Furthermore in [111,112], we introduced a recovery mecha-
nism to deal with route failures, providing smoother operation in harsh environments and
mobile networks. We also considered new metrics for routing decisions, namely packet
delivery ratio, QoE, and queue length. For the last study, we evaluated the video quality
level provided by XLinGO in a scenario with mobile nodes and simultaneous multi-flow
video transmissions.

This chapter is structured as follows. Section 5.1 sets out the need for an efficient,
reliable and robust OR protocol for mobile network scenarios. Section 5.2 introduces the
network model for FANET network scenario considered by target application. Section
5.3 introduces the problem statement addressed by XLinGO. Section 5.4 describes the
proposed XLinGO protocol. With Section 5.5, the chapter concludes the chapter.

5.1 Motivation

In case of a natural disaster, such as Hurricane Sandy in New York/USA (2012),
flooding in Rio de Janeiro/Brazil (2013) or any other disaster environments, the standard
telecommunications infrastructure might be damaged or does not exist anymore. In such
scenario, the recovery process demands an efficient and rapid deployment of a multimedia
communication system to monitor the hazardous area that rescue teams cannot easily
reach. Hence, a group of UAVs equipped with cameras can be used to set up a temporary
multimedia FANET [8–10], as shown in Figure 27. This description could also be applied
to various multimedia applications, such as safety & security, environmental monitoring,
natural disaster recovery, and others.

Systems

Mobile 
Users

DN

Control 
Center

Figure 27: Multimedia FANET Deployed in an Emergency Situation

For such Multimedia FANET scenario description, video flows collected by a
given UAV must be transmitted with QoE assurance to headquarters or computer systems
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for further processing, analysis, and dissemination [22]. Multimedia dissemination over
FANETs plays an important role in a future mobile IoT and smart city scenarios [1]. For
instance, it enables humans in the control center to take action to explore a hazardous
area, which rescuers are unable to reach easily and quickly. In addition, it provides image
processing by computer systems, which extracts valuable information, such as object or
intruder detection. It also allows the end-users to determine the real impact of an event,
and be aware of what is happening in the environment based on rich visual information.

In this context, the distribution of multimedia content for the above applications
requires real-time transmission, lower frame loss, as well as tolerable end-to-end delay and
jitter. It also requires QoE support to deliver video content with, at least, a minimal video
quality from the user’s perspective [101]. Moreover, multimedia dissemination usually
involves a set of nodes transmitting multiple video flows simultaneously. This scenario
leads to a higher degree of network congestion, buffer overflow, and packet loss ratio,
which reduces the quality level of the delivered video flows [37]. Hence, sharing multimedia
data over FANETs imposes more constraints and design challenges to deliver real-time
simultaneous video flows with QoE support. This makes the design of an efficient, reliable,
and robust routing protocol for multimedia FANET applications a nontrivial task.

Several routing protocols have been proposed to meet the requirements of de-
livering video flows with robustness and QoE support over FANET scenarios [25, 68, 95–
97, 113–115]. These protocols, including MEVI [95–97], rely on route discovery to find
end-to-end routes to forward packets, and adopt flat, hierarchical, or location-based ap-
proaches. However, end-to-end routes might be subject to frequent interruptions or may
not exist at all times due to node mobility or wireless channel variations, which is not de-
sirable for FANET multimedia applications. Moreover, for the above scenario description,
a rescue operation requires a temporary communication system during or after a natural
disaster, but to deploy a fixed network infrastructure takes time.

OR increases network performance by making a distributed hop-by-hop routing
decision based on protocol-specific characteristics [116]. OR postpones forwarding selec-
tion decisions to the receiver side, and relies on a coordination method to pick up the best
candidate to forward packets. We consider both beacon-based and beaconless modes as
promising OR coordination methods, since they do not require a stable end-to-end route.
This enables packet transmission even if the topology continuously changes.

Beacon-based OR methods [77–79] select and prioritize a set of candidate nodes
by transmitting beacon messages before sending packets. This enables OR to create and
order a relay candidate list prior to packet transmission, and then a given relay node is
selected to forward the packets according to certain criteria, such as expected transmission
count (ETX) [117]. However, a beacon-based OR increases signalling overhead, and also
the predefined candidate list found before sending packets may not reflect the real situation
at the moment of packet transmission. This is because node mobility or failure, as well as
wireless channel changes. On another hand, beaconless OR [59,80,83,85–87] is a stateless
method, since the nodes do not need to be aware of their neighbours. This avoids beacon
transmission compared to other position-based protocols, saving scarce resources, e.g.,
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battery and bandwidth. In particular, the receiver of a given packet performs forwarding
decisions based on information contained in the packet and inside the node itself only.
Unlike in the other routing protocols, forwarding decisions are not made by the sender of
a packet, but in a completely distributed manner at the nodes that received the packet.

Let us consider a given source-destination pair, the goal of an efficient and reliable
beaconless OR is to find reliable relay nodes to create a persistent route. In particular,
the forwarding selection mechanism must find a subset of optimal forwarders to provide
multimedia transmission with high packet delivery rate. The optimal set of relay nodes
must provide a greater geographical advance towards the destination, together with a
reliable link, and enough energy and buffer availability to transmit video packets with low
packet loss rate. However, the use of a cross-layer optimization scheme in beaconless OR
protocol is still an open issue. In addition, the routing service must detect and recover
from route failures, so that it can enable a smoother operation in mobile networks, which
is not addressed by existing beaconless OR protocols.

To the best of our knowledge, most existing beaconless OR protocols [59,81,84–
87] do not establish persistent multi-hop routes with robustness and reliability, and fail to
meet QoE requirements for a scenario with simultaneous multiple video flows transmission
and mobile nodes, as seen in many FANET multimedia applications. Those that address
the question of reliable persistent multi-hop routes, such as in our earlier studies [108–110],
do not enable efficient simultaneous multi-flow video transmissions. Our earlier studies
combined link quality, geographical information, and energy for routing decisions, as well
as taking into account dynamic topologies. But, they only deal with node failures and
channel quality variations. Moreover, beaconless OR protocols [59, 81, 84–87], including
our initial efforts in [108–110], do not prevent the selection of forwarding nodes with heavy
traffic load or low residual energy, which cause route failure, queue congestions, packet
loss, delay, and jitter. Finally, they rely on periodic route reconstruction, introducing a
long time to detect and respond to topology changes, reducing system robustness, and also
increasing packet loss ratio. These factors preclude the possibility of achieving multimedia
transmission with reliability, robustness, and QoE assurance in scenarios with multiple
video flows and mobile nodes.

5.2 Network Model

XLinGO considers a network composed of n mobile nodes deployed in the moni-
tored area, as illustrates Figure 28. Each node has an individual identity (i ∈ [1, n]), and
these nodes are represented in a dynamic graph G(V,E), where vertices V = {v1, v2, ..., vn}
represent a finite set of nodes, and edges E = {e1, e2, ..., em} create a finite set of wireless
links between the mobile nodes (vi). We define N(vi) ⊂ V as a subset of neighbours
within the radio range of a given node vi. We assume a network scenario composed of one
static Destination Node (DN) ⊂ V equipped with a radio transceiver, an image decoder,
and unlimited energy supply. Moreover, each mobile node vi is equipped with a camera,
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an image encoder, a radio transceiver, and a limited energy supply. For convenience of
notation, we denote SN ⊂ V (Source Node) as the node vi responsible for capturing video
flows and transmitting them to the DN in a multi-hop fashion. Each SN encodes the
video flow before distributing, and the DN decodes the received packets by converting
them from an intermediate format to a video sequence, as introduced in Section 2.1.

v2

v4

v3

v5

v1(SN)

e1

e2

e3

e4
e5

e6

v6(DN)

Figure 28: XLinGO Network Model

Each link ej, j = 1, ...,m has a weight value associated (w(ej) ∈ [w(ej)min,
w(ej)max]), which is equivalent to the link quality perceived by a given node vj for each
received packet from a node vi. For instance, the physical layer of the CC2420 radio chip
provides the RSSI, SNR, and LQI values for each received packet, which are usually used
to estimate the link quality for a given link ej [89]. Each node vi has a queue Q ∈ [0,
Qmax] with a maximum queue capacity (Qmax) and current queue length (Qlength). The
queue policy schedules the packet transmission by using the FIFO algorithm, and drops
packets using the Drop Tail algorithm in case of buffer overflow.

Each node vi has a battery P with initial power P0 and maximum power Pmax,
and it is able to estimate the remaining energy (REt) at any time t. Each node vi requires
power (Ptx) to transmit each packet, (Prx) to receive each packet, and also (Pv) to move
with a certain speed (svi) ∈ [smin, smax]. It moves toward a certain direction (dir) with
the speed ranging between a minimum (smin) and a maximum (smax) limit. Each node
vi is aware of its own location by means of GPS, Galileo, or any other positioning service
[118]. The DN location is known a priori by each node vi, since we assume a static DN .

FANET scenarios might involve dynamic topologies caused by the failure, dam-
age, or mobility of an individual node or set of nodes [8]. For instance, a given node
vi might have a physical (hardware) fault caused by natural phenomena without human
intervention, or it could run out of energy resources, and thus cause topology changes.
Moreover, the topology may also change due to node movement, whenever a given node
vi moves out of the transmission range of its neighbour vj [27].

Wireless channel variations also cause topology changes, since wireless transmis-
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sions often experience link error periods, and thus neighbour nodes N(vi) of a given node
vi stop to overhear each other’s transmission. This is because several factors affect the
propagation of wireless signals, leading to channel impairments. In addition, wireless
transmissions suffer from interference caused by concurrent transmissions, coexisting net-
works, and other electromagnetic sources. Hardware transceivers may also distort the
received or sent signals because of their internal noise [103].

The persistence of node failures can be classified into permanent and transient,
depending on the duration of node failure. Transient failure occurs when a given node
vi resumes its operations after a failure. Otherwise, the node failure is considered as
permanent node failure. For example, transient failures occur when nodes move out of
each other’s transmission range or use up their energy resources with battery replacement,
as well as because of channel variability. Furthermore, permanent failures are caused when
nodes stop working permanently due to natural faults or run out of energy resources
without battery replacement [119].

5.3 Problem Statement

In this chapter we address the following issues:

• We find a subset of reliable forwarders F to establish a persistent route PSN,DN =
{SN,F1, ..., Fn, DN} ⊂ V , connecting the pair of SN to DN via multiple relays F .
In particular, the subset of optimal F provides high packet delivery rate, enabling
video delivery with high video quality level from the user’s experience.

• We prevent the selection of a possible relay RNi with heavy traffic load or low
residual energy from being selected as a forwarder F . In this way, we provide load
balancing and energy-efficiency, as well as reduce queue congestions, packet loss,
delay, and jitter.

• We determine whether one of the forwarders Fi from a given persistent route PSN,DN

might be no longer available or still reliable to forward packets. Hence, we enable
a smoother operation in mobile networks, which provide robust and reliable multi-
media transmission, such as expected in multimedia FANET applications.

5.4 XLinGO Design and Operation Principles

This section introduces the Cross-layer Link quality and Geographical-aware bea-
conless OR protocol (XLinGO), which provides an efficient, robust, and reliable simulta-
neous multi-flow video dissemination together with QoE support in FANET multimedia
scenarios. XLinGO includes forwarding and MAC functionalities. In this way, it assumes
a CSMA/CA mechanism, and relies on beaconless OR with two operational modes to
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establish robust and reliable persistent routes, namely contention-based forwarding and
persistent route modes.

XLinGO relies on a beaconless OR approach, since the receiver of a given packet
performs forwarding decisions based only on information contained in the packet and
in itself information. In XLinGO, forwarding decisions are not made by the sender of
a packet, but in a completely distributed manner at receivers, i.e., XLinGO forwards
packets towards the DN based on completely distributed hop-by-hop routing decisions.
Hence, it is not necessary to have a stable end-to-end connection from the SN to the DN ,
and packets are forwarded even if the topology continuously changes.

More specifically, XLinGO considers two operational modes (i.e., contention-
based forwarding and persistent route modes) to establish a persistent route PSN,DN

between the SN and DN via multiple forwarding node. It combines a set of cross-layer
and human-related parameters for routing decisions, namely packet delivery rate, QoE,
queue length, link quality, geographical location, and residual energy, as depicted in Fig-
ure 29. XLinGO relies on a recovery mechanism to deal with route failures, providing a
smoother operation in harsh environments and mobile networks.
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Figure 29: XLinGO Forwarding Decisions

5.4.1 Contention-based Forwarding Mode

Whenever a given SN wants to send a video flow, it triggers the contention-based
forwarding mode. Since the SN does not have any knowledge of its neighbouring nodes
N(SN), the only thing it can do is to broadcast the video packet to its neighbours N(SN).
In this way, it establishes a persistent route PSN,DN between itself and DN via multiple
forwarding nodes (F ) in order to unicast the subsequent video packets. Algorithm 3
describes the main operations for the contention-based forwarding mode for the SN .
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Before the SN transmits a video packet, it must determine its own location (xSN ,
ySN) and include it into the packet header. The packet header contains the following in-
formation: < xSN , ySN , pktid, srcaddr, destaddr>. After broadcasting the video packet,
SN may set a waiting timer, and then wait for its neighbours N(SN) to decide about for-
warding the received packet based on protocol-specific characteristics, which are explained
in the following section (lines 5 – 12).

Algorithm 3 Contention-based Forwarding Mode for SN
StartUp

1: Let t = current time
2: Let waiting = a timer used for a given SN waits for its neighbours decide about

forwarding the received packet
3: Let DFDmax = maximum DFD value
4: Let buffer = a queue to store the packets until the SN establishes the persistent route

On SN receiving a multimedia packet from application layer
5: SNlocation ← getLocation()
6: pkt.SNlocation ← SNlocation
7: if waiting timer is not started then
8: broadcast(pkt, srcaddr, destaddr)
9: waiting ← a timer to fire at t + DFDmax

10: else
11: buffer.equeue(pkt)
12: end if

On waiting timer timeout
13: goto line 4

Within the waiting timer, SN neighbours N(SN), e.g., RN1, RN2, RN3, RN4,
and RN5 depicted in Figure 30 compete to forward the received packets in a completely
distributed manner, and XLinGO attempts to ensure that only one node forwards the
packet. This is accomplished by N(SN) computing: the DFD; the required energy to
move at a certain speed s and to transmit a given number of packets; and also restricting
the area in which nodes are allowed to forward the packet, called forwarding area. It
should be noted that in the worst case scenario, the SN overhears the packet coming
from the F within DFDmax. This is because, DFDmax is the maximum DFD value that
a given node requires to make a decision about forwarding the received packet.

Neighbours of SN , i.e., N(SN), decide to forward the received packet based only
on information contained in the packet and information inside the node itself. Algorithm
4 describes the main operations for the contention-based forwarding mode. In particular,
as soon as N(SN) receive a packet, they can extract the SN location from the packet
header. In addition, N(SN) are aware of their own locations and the DN location (as
explained in Section 5.2). Based on these three positions, a given node vi can easily
determine if it is located within a specific area relative to the SN in the direction of the
DN . More specifically, XLinGO divides the forwarding area into: Positive Progress Area
(PPA) and Negative Progress Area (NPA).

PPA comprises the forwarding area, where each N(SN) is closer to DN than
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SN . NPA comprises the rest of the forwarding area, where the neighbour nodes are not
closer to DN than SN , as shown in Figure 30. Each N(SN) located within NPA must
immediately drop the received packets, since they are further away from DN than SN ,
e.g., nodes RN1 and RN2 depicted in Figure 30. On the other hand, the nodes within the
PPA are considered as possible Relay Nodes (RNi ∈ N(SN)), e.g., nodes RN3, RN4, and
RN5 depicted in Figure 30.

SN DN

NPA PPA

V3

V2

R
RN1 (F1) 

RN4

RN5

F6
F7 F8

Figure 30: Forwarding Area and Strategy

Battery-powered mobile nodes should consider Residual Energy (REt) for for-
warding decisions. In this context, XLinGO prevents the selection of a forwarding node
with low REt. This is accomplished by each node of N(SN) within the PPA, where it
computes the energy threshold (Eth), and checks if REt is above Eth. Eth indicates the
total amount of energy required to transmit packets (Etx) and to move (Ev). Specifically,
each RNi requires (Etx = k′ × Ptx) to send a given number of k′ packets. They also need
(Ev = svi × Pv) to move at a certain speed svi. Hence, a given RNi only becomes a can-
didate, if it has enough RE to forward subsequent video packets, and to move back to the
control centre for battery replacement, such as expected in multimedia FANET scenarios
with battery replacement support. In this way, it prevents the selection of forwarding
nodes with a low residual energy.

Instead of immediately forwarding the received packet, each RNi must compute
the DFD value in the interval [0, DFDMax] to add a short additional delay prior to relaying
the received packet, which helps to pick up the best RNi in a completely distributed
manner in order to unicast the subsequent packets without additional delay. Afterwards,
they must set a contention timer according to the DFD value, and wait for the conclusion
of this timer to transmit the received packet (lines 13 – 20). In this way, the RNi that
generates the smallest DFD value replaces the SN location with its own location in the
packet header, and thus it forwards the packet first. In this thesis, this node is called
forwarder node (F ∈ N(SN)).

By overhearing a retransmission coming from F , each RNi must cancel its sched-
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Algorithm 4 Contention-based Forwarding Mode for N(SN)
StartUp

1: Let t = current time
2: Let contention = a timer used for each RNi waits before forwarding the received

packet
3: Let DFDmax = maximum DFD value
4: Let ΦLQE, Φprogress, Φenergy, and Φqueue = a set of coefficient values
5: Let DNlocation← getLocation(DN)
6: Let buffer = a queue to store the packets until establishment of PSN,DN

On N(SN) receiving the multimedia packet with pktid from SN
7: SNlocation ← getSourceLocation(pkt)
8: w(ej) ← getLinkQuality(pkt)
9: itSelfLocation ← getLocation()

10: REt ← getRemainingEnergy()
11: forwardingArea(itSelfLocation, SNlocation)
12: Eth ← Etx + Ev

13: if RNi is within PPA AND RNi did not processed the pktid AND REt > Eth then
14: compute DFD according to Eq. 5.2 or 5.1
15: buffer.equeue(pkt)
16: contention ← timer to fire at t + DFD
17: else
18: drop received packet
19: end if

On contention timer timeout
20: pkt ← buffer.dequeue()
21: pkt.SNlocation ← itSelfLocation
22: broadcast(pkt, srcaddr, destaddr) //this node is denoted as F

On a N(F ) receiving the multimedia packet with pktid from F
23: if node vi is part of the PSN,DN then
24: if waiting timer is started AND it has not F then
25: cancel waiting timer
26: nextHopaddr ← Faddr //passive acknowledgment
27: switch to persistent route mode
28: while buffer is not empty do
29: pkt ← buffer.dequeue()
30: unicast(pkt, srcaddr, destaddr, nextHopaddr)
31: end while
32: else
33: drop the received packet
34: end if
35: else
36: if contention timer has been started for the same pktid then
37: cancel contention timer
38: buffer.clear()
39: else
40: goto line 6
41: end if
42: end if
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uled transmission with the same packet identifier (pktid), and also delete the buffered
packet (lines 35 – 38). At the same time, XLinGO uses the transmitted packet for passive
acknowledgement [120], i.e., it helps to acknowledge the SN about which RNi has the
best network conditions to become forwarder F (lines 23 – 33). Hence, XLinGO saves one
acknowledgment transmission per hop by using passive acknowledgments, which helps to
save scarce network resources, such as battery and bandwidth. As soon as the SN receives
the passive acknowledgment, it must unicast subsequent packets explicitly addressed to
F without any additional delay. The contention-based forwarding mode continues until
the packet reaches DN , which is the last node on the path and does not forward the
packet further. Thus, it must send an explicit acknowledgment (ACK) message to the
previous F . In this way, XLinGO establishes a reliable persistent route PSN,DN to connect
a pair of SN and DN via multiple F . Hence, nodes that compose the PSN,DN unicast
subsequent packets until some of them detect that the PSN,DN is not reliable or does not
exist anymore caused by network conditions changes or node mobility.

Nevertheless, the hidden terminal problem might appear, and the SN may be
unable to overhear the packet relaying from F , preventing the SN from establishing a
persistent route. Route creation may also fail when there is no RNi inside the PPA, i.e.,
an empty PPA, as well as due to node mobility. Hence, as soon as the SN does not detect
the relaying of a previously broadcasted packet from any RNi after the DFDMax, it must
repeat the contention-based forwarding mode until it establishes the route PSN,DN to
unicast the subsequent packets. Figure 31 depicts the general overview of the contention-
based forwarding mode. In this example, RN2 forwards pkti first, but SN does not
overhear this transmission, and thus SN stays in contention mode and broadcasts pkti+1

after DFDmax. RN1 forwards pkti+1 first. SN overhears this transmission, and thus SN
unicasts subsequent packets to RN1, i.e., it switches to backbone-based forwarding mode.
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Figure 31: Contention-based Forwarding Mode Overview

5.4.1.1 Complexity and Overhead Analysis of the Contention-based Forward-
ing Mode Algorithm

In this section, we briefly analyse the communication overhead and computational
complexity of the XLinGO contention-based forwarding mode algorithm introduced in this
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section.

• Communication overhead. XLinGO is a stateless approach, since the nodes do not
need to be aware of their neighbours. This avoids beacon transmissions compared
to other position-based protocols, saving scarce resources, e.g., battery and band-
width. In this way, XLinGO does not include any message overhead, and thus the
communication overhead of our contention-based forwarding mode algorithm is zero.

• Computational complexity. As introduced above, Algorithms 3 and 4 establish a
persistent route PSN,DN between the pair of SN and DN via a multiple forwarding
node. These procedures are simple and can be done using a small number of floating
point operations.

5.4.1.2 Metrics for the Contention-based Forwarding Mode

As mentioned earlier, XLinGO postpones the forwarding decision to the receiver
side, and thus each RNi applies a concept of DFD to add a short delay in the interval
[0, DFDMax] before relaying the received packet. More specifically, each RNi computes
the DFD based on Eq. 5.1 or 5.2, which take multiple metrics into account, namely link
quality, geographical information, energy, and queue length. The proposed DFD function
includes coefficients (ΦLQE, Φprogress, Φenergy, and Φqueue) to give different degrees of
importance to each metric, and the sum of the coefficients must be equal to 1.

DFD = DFDMax × (ΦLQE × linkQuality + Φprogress × progress + Φenergy × energy)
(5.1)

DFD = DFDMax × (ΦLQE × linkQuality + Φprogress × progress + Φqueue × queueLength)
(5.2)

With our first DFD definition [108–110, 121], i.e., Eq. 5.1, XLinGO selects for-
warder nodes closer to the destination with a reliable link, as well as sufficient remaining
energy to forward subsequent packets, but without considering the requirements to pro-
vide video dissemination with simultaneous multi-flow. On the other hand, with our
second DFD definition [111, 112], i.e. Eq. 5.2, XLinGO aims to select forwarder nodes
closer to the destination with a reliable link, as well as sufficient queue capacity to forward
packets from simultaneous multi-flows and mobile nodes with a reduced packet loss ratio.

In the following, we explain how each RNi computes linkQuality, progress, energy,
and queueLength metrics. Moreover, our initial studies [108–110,121] compute each metric
according to a linear distribution. This basic function must be replaced by more advanced
functions, which have been considered in our recent studies [111, 122], where we defined
each metric by means of an exponential distribution. This is because an exponential
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distribution reduces the number of responses compared to linear distributed, which leads
to a lower latency and better feedback suppression [81,123].

Let us consider only progress and linkQuality with the same coefficient for both
metrics to compute the DFD function. Figure 32 shows the result of such DFD calcu-
lation. We can see that the DFD value decreases as soon as both metrics (progress and
linkQuality) decrease. In this way, a given node with low progress and linkQuality receives
priority to forward the packet faster.
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Figure 32: DFD Values for Different progress and linkQuality Values Following the Eq.
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Link Quality

Existing beaconless OR protocols consider the transmission range as a circle, since
they assume successful transmissions as long as two nodes are within the transmission
range of each other. However, this is not a realistic assumption for wireless multimedia
FANET applications, since the transmission range of wireless links is normally irregular.
This irregularity is caused by the unreliable nature of wireless links, which results in a
non-uniform PRR distribution and significantly affects the system’s performance [124], as
shown in Figure 33.

In this context, XLinGO considers link quality as part of the DFD function, and
hence it ensures that the selected forwarding node F provides multimedia transmission
with high packet delivery support, as expected in many multimedia applications [125]. In
particular, each link ej has a weight value w(ej) ∈ [w(ej)min, w(ej)max] associated, which
represents a single value for the immediate link quality computed at the received side,
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such as provided by RSSI, SNR, or LQI. Our previous work [108–110, 121, 122] classifies
links according to PRR, such as introduced by Baccour et al. [105]. This work classifies
links according to the values of PRR perceived by a given link ej within three regions of
connectivity, namely connected (PRR values higher than 90%), transitional (PRR values
between 10% and 90%), and disconnected (PRR values lower than 10%).

Figure 33: Irregular Radio Range (left) and Resultant PRR Distribution (right)

In contrast to our preliminary works [108–110, 121, 122], our recent work [111]
classifies each link ej in terms of the video quality level that a particular link ej could
provide. In this way, XLinGO selects a QoE-aware forwarder node F to compose the
persistent route PSN,DN . More specifically, we performed calibration experiments to iden-
tify the video quality level provided by a given link ej. Calibration experiments involve
establishing a rich set of single-hop links with different link qualities, and independently
of any external factors, such as collisions and routing. In this way, we can analyse when
a given link ej provides multimedia dissemination with bad or good video quality level.

In a similar way to the calibration experiments performed for MEVI and discussed
in Section 4.4.2.2, we also deployed 40 nodes with different distances and directions from
the DN , as shown in Figure 34(a). This is because distance and direction directly affect
the link quality level. In contrast to the calibration experiments of MEVI that analysed
the PRR as a function of the link quality w(ej), the calibration experiments of XLinGO
analysed the video quality as a function of the link quality w(ej), since XLinGO aims to
select QoE-aware forwarder nodes F to compose the persistent route PSN,DN .

For calibration experiments, nodes were placed in a circle around the DN by
dividing nodes into 8 sets with different radius. Each set contains 4 nodes, all placed in
a circle around the DN . The distance between two consecutive sets is equal to 1 meter.
Each node had its own time-slot defined according to a TDMA scheme, in order to use its
time-slot to transmit a video sequence to the DN without collision and interference. Based
on exchanged data packets, the link quality w(ej) measured by means of LQI for each
unidirectional link has been estimated. In addition, we computed the final quality level
of each transmitted video sequence measured by means of a well-known QoE objective
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metric, i.e., Structural Similarity (SSIM). Figure 34(b) presents the SSIM as a function
of the w(ej), where it is possible analyse the video quality with the link quality w(ej).

We defined two link quality w(ej) thresholds according to the calibration exper-
iment results, namely w(ej)bad and w(ej)good. These thresholds help to define when a
given link ej provides multimedia dissemination with bad or good video quality level,
and thus the node receives low, medium or intermediate priority to forward the received
packet faster, such as explained in the following. A given RNi must immediately drop
the received packet, as soon as it receives a packet with a link quality w(ej) lower than
w(ej)bad. This is because our calibration experiments showed that this link provides video
transmission with a poor video quality, i.e., SSIM lower than 0.5. On the other hand, the
linkQuality function returns 0 to the DFD function, i.e., Eq. 5.1 or 5.2, when a given
RNi receives a packet with link quality w(ej) higher than w(ej)good. The reason for this is
that such node provides multimedia dissemination with QoE assurance, i.e., SSIM higher
than 0.9. Hence, XLinGO must support such node more likely to forward the received
packet faster, which allows XLinGO to select QoE-aware forwarder nodes.
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Figure 34: Network Configuration and Results for Video Quality Evaluation

For the case where the link quality w(ej) ranges between w(ej)bad and w(ej)good,
the linkQuality value is computed in the interval [0, 1] based on an exponential distribu-
tion computed according to Eq. 5.3. As a result of the proposed linkQuality function,
as soon as a given RNi receives a packet with low link quality w(ej), it computes a
higher linkQuality value for the proposed DFD function, i.e., Eq. 5.1 or 5.2. In this way,
XLinGO reduces the likelihood of choosing this particular RNi. This is because such node
cannot provide multimedia dissemination with high quality level assurance, as showed by
calibration experiments displayed in Figure 34(b).

linkQuality =


0 if w(ej) > w(ej)good
1

1+e−c(w(ej)−X) if w(ej)Bad < w(ej) < w(ej)Good

− 1 if w(ej) < w(ej)bad

(5.3)
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We employed the sigmoid function to represent the exponential distribution of
linkQuality, as well as for the progress and queueLength metrics. The sigmoid function
requires two float parameters, namely, X determines the center of the sigmoid output, and
c regulates the slope or "growth rate" of the sigmoid during its rising portion, as shown
in Figure 35(b). We used a negative value for the parameter c, enabling large values of
w(ej) to generate output closer to 0. Hence, high link quality w(ej) values produce low
values for the linkQuality metric, as depicted in Figure 35(b). In this way, high link
quality w(ej) values add low contribution to the DFD function, increasing the likelihood
of the packet being relayed faster.
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Figure 35: Example of an Exponential Distribution

Progress

Through this metric, we attempt to minimize the number of hops, since longer
routes reduce the packet delivery rate. For this reason, it is suitable to select the F closer
to the DN . Hence, a given RNi with a larger geographical advance towards DN generates
a smaller progress value in order to add to the proposed DFD function, i.e., 5.1 or 5.2.
Each RNi computes the progress in [0, 1] value according to:

progress =

{
1

1+e(−c(P (RNi,DN)−R)) if D(RNi, DN) > RR

0 if D(RNi, DN) < RR
(5.4)

The RR means the radio range value for a given node vi. In terms of practical
implementation, we assume a fixed RR for all nodes. However, this assumption might not
be valid in realistic scenarios, since the RR value might dynamically change as a result of
shadowing effects, attenuation from buildings, etc. Thus, an on-line algorithm to compute
the RR can be used to deal with this problem, such as proposed by Palazzi et al. [126].

We denote D(RNi, DN) as the Euclidian distance between a given RNi and DN ,
and define P (RNi, DN) in [0, 2×RR] equals to the sum of P1(RNi) and P2(RNi). More
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specifically, P1(RNi) in [0, RR] is the projection of the distance travelled from SN to
any RNi, onto the line from SN to DN . Moreover, the projection of the line RNi-RN ′

i

onto line SN -DN defines P2(RNi) in [0, RR]. According to our definition, P (RNi, DN)

means the geographical advance of a given RNi towards DN , i.e., how close to the DN

a given RNi reaches, as depicted in Figure 36(a).

Existing works [59, 81, 84] defined P (RNi, DN) as P1(RNi), which may cause
collisions. This is because multiple RNi may have the same P (RNi, DN) value, i.e.,
P1(RN1) = P1(RN2), as shown in Figure 36(b). In this way, both nodes transmit the
packet at the same time. XLinGO solves this problem by applying our definition of
progress P (RNi, DN). For instance, RN2 is closer to the line SN -DN , and this increases
the P (RNi, DN) value in our definition. Moreover, SN can also transmit packets to DN

via RN2 with only one hop, which cannot be achieved by selecting RN1 as the next-hop.
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Figure 36: Definition of Progress with Potential RNi

According to the proposed progress function (Eq. 5.4), as soon as a given RNi

is able to directly reach the DN , it receives priority to forward the packet first, i.e., the
progress function adds 0 to the proposed DFD. In this way, XLinGO reduces the number
of hops for a given persistent route. This is because relaying packets by intermediate
nodes is often not more energy-efficient than through direct transmission [85]. Otherwise,
a given RNi with less progress adds a larger contribution to the DFD value than a node
with more progress. Consequently, a given RNi with the most progress could forward the
received packet faster.

Queue Length

In a scenario with simultaneous multi-flow video transmission, buffer overflow
might often occur in the intermediate F . Figure 37 depicts a logical representation of
packet transmission by a given forwarding node F , where multiple flows are received
simultaneously. As soon as the number of flows increasing, the forwarder F receives
heavy traffic, which indicates a poor distribution of flows in the network. This can cause
multiplexing, buffer overflow, delay, packet loss, leading to degradation of the video quality
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perceived by the user when watching video flows.

To cope with this problem, XLinGO also considers queue length as part of the
DFD function, since it allows the establishment of a persistent route that avoids the selec-
tion of F with heavy traffic load. Hence, the queueLength metric helps to prevent buffer
overflow, minimizing packet loss, delay, and jitter, as well as providing load balancing.
It is important to mention that the queueLength metric is only part of our recent DFD
function (i.e., Eq. 5.1).

Each RNi must take into account the number of video flows that it will forward
when computing the queueLength value ∈ [0, 1], (nFlow), if it becomes the forwarder for
a new video flow. It must also consider the packets per second required for each video
flow (dataRatein). In this way, a given RNi is able to estimate the incoming data rate
that it will receive for all the video flows according to Eq. 5.5.

rateout = nFlow × dataRatein (5.5)

In addition, each RNi knows the number of packets per second that it is trans-
mitting, i.e. rateout. Hence, a given RNi predicts the queue size (Qt+1) according to Eq.
5.6, considering that it will become the forwarder for a new video flow.

Qt+1 = rateout − rateout (5.6)

Each RNi must compute the queueLength metric with the aid of Eq. 5.7. The
proposed queueLength function adds a small value to the DFD function, as long as the
Qt+1 in a given RNi is not closer to the Qmax. In this way, XLinGO increases the
probability that a given RNi with high queue availability forward the packet faster, in
order to become the forwarding node.

queueLength =
1

1 + e(−c(Qt+1−Qmax/2))
(5.7)
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Figure 37: Queue Length Monitoring
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Energy

Battery-powered mobile nodes, such as UAVs, must take into account energy for
the forwarder selection in order to support energy-efficiency. Thus, we propose to compute
the energy in [0, 1] value according to Eq. 5.8, which is only a part of our initial DFD
function (Eq. 5.2).

energy =
P0 −REt

P0

(5.8)

According to the proposed energy function, a given RNi has priority to forward
the packet faster, as soon as it has enough remaining energy to forward subsequent video
packets, and also to move back to the control centre for battery replacement.

5.4.1.3 Contention-based Forwarding Mode Example

Let us use Figure 38 to give a brief example on how the contention-based forward-
ing mode is performed with XLinGO. In Figure 38(a), the source node S broadcasts the
video packet to reach the destination node D. Upon the reception of this packet, nodes
A and B verify that they are within the forwarding area of the node S, and thus they
compute the DFD values equal to 0.1ms and 0.3ms, respectively. The other neighbours
out of the forwarding area of the node S just discard the packet.

Node A calculates the lower additional delay than the mode B, since it has the
best trade-off between progress and link quality. After 0.1ms, node A sends the packet,
which suppresses the packet transmission of node B. At the same time, the received packet
by node A acknowledges the successful reception to node S, creating the persistent route
PSN,DN , as shown in Figure 38(b). The same broadcasted packet is also received by
nodes C and E, which have not previously overheard this packet, and they calculate the
DFD equal to 0.2ms and 0.4ms, respectively. Hence, node E relays the packet further,
as depicted in Figure 38(c). Finally, when node D overhears any packet with its address,
it immediately sends an ACK message, as shown in Figure 38(d). The acknowledgement
serves not only to acknowledge the reception to the node E, but also to suppress other
potential relay nodes that scheduled the packet for transmitting.

5.4.2 Persistent Route Mode

The transmission of all video packets in contention-based forwarding mode causes
additional delays and interferences, and it also means that the DN receives a larger num-
ber of duplicate packets. For instance, packet duplication occurs when multiple RNi

within the same PPA do not overhear each other’s transmission. The above issues re-
duce the video quality level based on the user’s experience, being undesirable for many
multimedia FANET applications. Hence, XLinGO avoids the drawbacks of broadcast
transmissions by introducing the persistent route mode, i.e., it also supports the trans-



78 5 A Cross-layer Link quality and Geographical-aware beaconless OR protocol

DFD = 0.1

DFD = 0.3SN

DN

B 

A

(a)

DFD = 0.2

X 

DFD = 0.4
SN

DN

B 

A E

C 

(b)

SN

DN

B 

A

X 

E

C 

(c)

SN

DN

B 

A E

C X 

X 

Ack

(d)

Figure 38: Routing Example with XLinGO in Contention-based Forwarding Mode

mission of unicast packets. For instance, XLinGO builds a reliable persistent route PSN,DN

between SN and DN via multiple F by means of contention-based forwarding mode, such
as explained in Section 5.4.1. In particular, after the SN has received a passive acknowl-
edgment from F , it immediately sends subsequent video packets to the same destination
by unicast to F until some of a given node detects that the PSN,DN is not reliable or does
not exist anymore due to network changes or node mobility.

5.4.2.1 Recovery Mechanism for the Persistent Route Mode

Video content must be delivered with packet delivery guarantee even in the pres-
ence of continuous topology changes [22]. To cope with that, existing beaconless OR
protocols [59, 81, 84–87] and also our initial studies [108–110, 121, 122] rely on periodi-
cal persistent route reconstruction to detect topology changes and to prevent suboptimal
routing. Our recent study [111] relies on a recovery mechanism to detect and respond to
route failures, allowing a smoother operation in harsh and mobile networks environments,
as it is frequently the case in multimedia FANET applications. This is because beaconless
OR protocols that rely on periodic route reconstruction as soon as one of the forwarding
nodes from a given persistent route PSN,DN is no longer available to forward packets, a
burst of packets might be lost until the protocol re-establishes the route, which reduces the
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video quality for longer periods. In this context, the route reconstruction interval should
be adjusted according to the desired degree of robustness and energy consumption. From
the energy consumption point-of-view, the persistent route reconstruction must occur with
low frequency. From the robustness point-of-view, high frequency of route reconstruction
provides better robustness. However, it is not trivial to find the appropriate route recon-
struction interval to provide robustness, QoE support, and reduced overhead. In this way,
XLinGO relies on a recovery mechanism, which considers link quality and PRR to detect
and quickly react to route failures, providing a smoother operation in harsh environments
and mobile networks.

In particular, for the recovery mechanism, XLinGO considers that every node that
establishes a given PSN,DN should continually assess whether its forwarding node is still
a reliable or available to transmit packets. Algorithm 5 describes the main operations
for the recovery mechanism. Each forwarder that establishes a given persistent route
PSN,DN must acknowledge the reception of a set of w packets within a given window, since
acknowledging every packet that composes a video increases overhead and interference
leads to waste of scarce network resources, such as energy and bandwidth. Based on this
observation, each node must monitor the link quality and PRR perceived by its forwarder
node, by receiving a reply message from it. After receiving w packets in a given window,
the forwarder node sends an ACK message, which piggybacks the exponential average of
link quality (LQEavg) and also PRR for the last w received packets (lines 14 – 22). This
average is used to highlight the importance of the most recent information.

Let us illustrate the behaviour of the recovery mechanism by using Figure 39. As
soon as F2 receives a given number of w packets from F1, it must compute the PRR, and
also the exponential average for the link quality w(ej) perceived in the last w received
packets. Afterwards, the node F2 must send an ACK message to F1, and piggyback those
information. Hence, F1 can evaluate whether F2 is still a reliable or valid next-hop for
forwarding the subsequent packets.

Any node from PSN,DN must return to the contention-based forwarding mode to
find a new reliable forwarder, preventing suboptimal routing. This may happen whenever
a given node detects that the link quality perceived by its forwarder is below w(ej)bad, as
well as when its forwarder has a PRR lower than PRRth (lines 23 – 25). This is because
such forwarder node cannot provide reliable multimedia dissemination anymore, which is
explained by means of our calibration experiments. These experiments showed that when
a given link ej experiences a link quality w(ej) lower than w(ej)bad, it provides video
dissemination with a poor video quality level, as can be seen in Figure 34(b).

In addition, any node that establishes a given path PSN,DN must consider the
route is not valid any more, as long as it does not receive any ACK message from its
forwarder node within a certain period of time, i.e., timeOutack (line 26). In such case, a
node must also return to the contention-based forwarding mode to re-establish PSN,DN .
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Algorithm 5 XLinGO Persistent Route Mode
StartUp

1: Let t = current time
2: Let LQEtemp = a queue to save the last w link quality w(ej) values
3: Let LQEavg = exponential average for the w(ej) perceived in the last w packets
4: Let w(ej)bad = link quality threshold used to define that a given F is not reliable

anymore
5: Let PRR = packet reception rate for the last w received multimedia packets
6: Let PRRth = PRR threshold to define that a given F is not reliable anymore
7: Let waitingAck = a timer used to consider that a given F is not valid anymore
8: Let timeOutack = the maximum waiting time required to consider that a given F is

not valid anymore
On SN receiving a multimedia packet from application layer

9: unicast(pkt, srcaddr, destaddr, nextHopaddr)
10: sentPkts ++
11: if sentPkts == w then
12: set waitingAck timer to fire at t + timeOutack
13: end if

On F receiving multimedia packet from SN
14: LQEtemp.enqueue(getLQE(pkt))
15: recPkts ++
16: if recPkts == w then
17: LQEavg ← computeExponetialAverage(LQEtemp)
18: LQEtemp.clear()
19: PRR ← computePRR()
20: sendAck(LQEavg, PRR)
21: end if
22: unicast(pkt, srcaddr, destaddr, nextHopaddr)

On SN receiving an ACK message from F
23: if ackmsg.LQEavg < w(ej)bad OR ackmsg.PRR < PRRth then
24: return to the contention-based forwarding mode
25: end if

On waitingAck timer timeout
26: return to the contention-based forwarding mode
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Figure 39: Time Diagram of the Mechanism Employed to Recover from Route Failures

5.4.2.2 Complexity and Overhead Analysis of the Persistent Route Mode
Algorithm

In this section, we analyse the communication overhead and computational com-
plexity for the persistent route mode algorithm introduced above.

• Communication overhead. The communication overhead to the persistent route
mode introduced by our algorithm is dependent of the parameter w, where w is the
number of received packets required to send an ACK message. For instance, a small
w value, i.e., high sampling frequency, provides detailed information about the link,
but increases the overhead, which leads to higher energy and bandwidth consump-
tion. On the other hand, a large w value, i.e., low sampling frequency, provides
only coarse grained information about the link, decreasing the responsiveness of the
system, as well as the message overhead. In this context, some studies on LQE have
reported that three continuous packets provide accurate link-quality status for high
sampling rates, such as experienced in multimedia transmissions [127].

• Computational complexity. The proposed algorithm has a computational complexity
value of O(n). This is explained because each F has to read all values from the
queue LQEtemp in order to compute the exponential average for link quality the
values (LQEavg), and the LQEtemp queue has the size of n.

5.5 Summary

This chapter introduced the XLinGO protocol to provide efficient, robust, and
reliable video dissemination over multimedia FANET scenarios. XLinGO enables simul-
taneous multi-flow video dissemination with QoE assurance to be delivered to multimedia
platforms for further processing and analysis. Those videos can guide rescue operations,
and allow appropriate action to be taken based on visual information. XLinGO relies on
a beaconless OR approach with two operational modes (i.e., contention-based forward-
ing and persistent route modes) to establish a persistent route PSN,DN between the SN
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and DN via multiple forwarding nodes, where the persistent route mode reduces delays
and maximizes system performance. It combines a set of cross-layer and human-related
parameters for routing decisions, namely packet delivery rate, QoE, queue length, link
quality, geographical location, and residual energy. It also relies on a recovery mecha-
nism to react faster in route failure situations, providing a smoother operation in harsh
environments and mobile networks.
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CHAPTER 6

Performance Evaluation

Algorithms and protocols are usually implemented and evaluated with the aid of a
network simulator, which provides more flexibility for testing those solutions. This enables
us to conduct different and large-scale experiments, as well as providing reproducible
performance evaluations composed of mobile nodes. Moreover, simulation experiments
provide a suitable way for testing and debugging the functionality of algorithms and
protocols. Hence, an event-driven simulation is required to allow the evaluation of different
parameters before the real deployment in a more comprehensive manner, while reducing
costs, time, and human resources [128].

In terms of performance evaluation, solutions involving multimedia transmission
and management require the evaluation of video content from the user’s perspective, by
using QoE metrics, such as Peak Signal to Noise Ratio (PSNR), Mean Squared Error
(MSE), the Structural Similarity Index Metric (SSIM), Video Quality Metric (VQM),
and Mean Opinion Score (MOS). This is because Quality of Service (QoS) metrics do not
reflect the user’s perception in the same way as the QoE metrics do, and thus the QoS
metrics fail in reflecting the subjective factors involved the human visual system [21]

This chapter has six sections organized as follows. Section 6.1 discusses particular
features of our proposed Mobile MultiMedia Wireless Sensor Network (M3WSN) simula-
tion environment, which is used for our performance evaluation [129]. Section 6.2 describes
the QoE metrics used to evaluate the quality level of the transmitted videos. Section 6.3
discusses the simulation results of the MEVI protocol and compares them to well-known
hierarchical routing protocols. Section 6.4 introduces the simulation methodology and
discusses the results for the proposed QoE-aware redundancy mechanism. Section 6.5
shows the performance evaluation results for XLinGO. Section 6.6 summarizes the results
achieved by our simulations.
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6.1 Mobile MultiMedia Wireless Sensor Network (M3WSN)
OMNeT++ Framework

This section describes our proposed the Mobile MultiMedia Wireless Sensor Net-
work (M3WSN) OMNeT++ framework [129], which is an extension of the Castalia frame-
work [130]. It fully supports the delivery, control, and evaluation of real video sequences in
fixed and mobile network scenarios. The M3WSN framework integrates the functionalities
of the WiSE-MNet [131] and WVSN models [132], following their initial efforts to model
WMSNs, including moving objects, object detection, Field of View (FoV), cover-set, and
application criticality.

Figure 40 depicts the overall M3WSN framework architecture, where wireless
channel, physical process, and node modules comprise the M3WSN architecture. More
specifically, the wireless channel simulates the behaviour of wireless links, and intercon-
nects different nodes. One important aspect of the wireless channel is to estimate the
average path loss between two nodes, or in general, two points in space. In this con-
text, M3WSN considers the lognormal shadowing model has to give accurate estimates
for average path loss, since empirical studies have shown that the lognormal shadowing
model provides more accurate multi-path channel models than Nakagami and Rayleigh
for indoor environments [133, 134]. The lognormal shadowing consider path loss expo-
nent (rate at which signal decays), and Xσ a zero-mean Gaussian Random Variable (in
dB) with standard deviation σ (shadowing effects). In the most general case, Xσ is a
random process that is a function of time. For instance, it is possible to set a unit disk
communication mode by setting σ to 0, i.e., transmissions within a certain range from a
transmitter are perfectly received, and outside this range not received at all. In this way,
M3WSN enables the definition of wireless parameters to allow dynamic wireless chan-
nel variations, link asymmetry, and irregular radio ranges, as expected in a real wireless
network environment.

Each node is also interconnected with one or more physical processes, which
model a sensed-data generation to feed the sensor manager. This is because existing
simulators usually feed random numbers to nodes, or each node to have a static value as
sensing data. Hence, the M3WSN physical process corresponds to events occurring in the
external environment that have spatial correlation of data, and also variability over time.
In addition, the sensor manager is responsible for providing the application module with
new samples from the physical processes.

Each node is the composition of communication module, sensor manager, appli-
cation module, resource manager, and mobility manager. From the standpoint of the
network layer, the application module is equivalent to the application layer of the Inter-
net architecture. The communication module uses a simplified network stack composed
of three layers, namely radio (physical layer), MAC, and routing. The sensor manager is
responsible for providing the application module with new samples from the physical pro-
cesses. The mobility manager enables and controls mobility within the simulation area.
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The resource manager models the use of local resources, such as energy consumption,
memory usage, and CPU states. In this way, M3WSN provides a generic simulation net-
work environment for designing network protocols and distributed algorithms for mobile
and static wireless networks.
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Figure 40: M3WSN Framework Architecture

M3WSN defines the sensing range of nodes equipped with a camera by means
of a triangle, such as the FoV of a given camera sensor, as shown in Figure 41(a). FoV
depends on the direction of the camera (V ), angle of view (θ) and depth of view (d).
Thus, the sensing range of a camera node is limited, and depends on the direction of the
camera, its range of angle θ, and depth of view d. On the other hand, non-camera nodes
have a sensing range defined by a disk, as can be seen in Figure 41(b). Hence, they can
sense scalar physical measurements in an omni-directional way.

At the physical process module, M3WSN includes moving objects on a ground
plane with different types of motion, e.g., linear, circular, random, and others, which mod-
els movement of a target (intruder) in a 2D plane. The moving objects allow simulation
scenarios for intrusion detection applications. M3WSN represents a moving object as a
box, which enables object detection. In other words, the moving object has a defined area
(bounding box) that can be used by the nodes for detection of a given object within its
sensing range, as shown in Figure 41(c).

We ported Evalvid [135] to M3WSN, since it provides video-related information,
such as frame type, received/lost, delay, jitter, and decoding errors, as well as inter and
intra-frame dependency of the received/distorted videos. This video-related information
enables the creation of new assessment and optimization solutions for fixed and mobile
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Figure 41: Sensing Range and Object Detection

WMSN scenarios. Before transmitting a real video sequence via Evalvid, we need a video
source, for example from a video library [48], YouTube, or one created by the user.

Once the video has been encoded, trace files have to be produced. The trace files
contain all relevant information for transmission, and the evaluation tools provide routines
to read and write these trace files for multimedia evaluation. More specifically, there are
three kinds of trace files. Two of them are created at the source side, namely video and
sender traces. On the other hand, the destination node creates the receiver traces. Figure
42 illustrates the steps to generate the trace files, and reconstruct the transmitted video
based on these trace files and original videos. More information on how to create these
trace files can be found in [135].

The video trace is created once, and contains all relevant information about every
frame that composes the video. This information includes frame number, type and size;
number of segments in case of (optional) frame segmentation; and the time to transmit
each frame. The source node has to create a sender trace file for every video transmission,
based on information from the video trace file. The sender trace file is generated with
the help of the input routines and data structures provided by Evalvid, which contains
information about every packet generated before the transmission. The information con-
sists of time stamp, the packet id and the packet size. Both video trace and sender trace
files together represent a complete video transmission (at the sender side) and contain all
the information needed for further evaluations. The destination node creates a receiver
trace file for every received video, which is created with the help of the output routines of
Evalvid. The receiver trace file also contains the time stamp, packet id, and payload size.

We implemented the creation of sender traces at the sensor manager module,
because it supports a camera retrieving a video. On the other hand, the receiver trace
is created at the application layer module, because it represents the application layer
receiving multimedia packets and reconstructing the video. We can also define the energy
consumption rate for retrieving each frame, and this value could be chosen for a real
camera.

According to the M3WSN architecture, the mobility manager enables and controls
node mobility within the simulation area. In this context, M3WSN relies on BonnMotion
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[136], which is a simulator-independent tool to generate mobility traces for different mo-
bility models. It is implemented in the mobility manager module to fully support different
mobility traces. For instance, BonnMotion generates mobility traces for different mobil-
ity models, including, Random Waypoint model, Gauss-Markov model, Reference Point
Group Mobility model, and others. At the resource manager, the M3WSN framework
allows the configuration of the energy required to receive and transmit each packet, such
as in the Castalia framework. In contrast to Castalia, M3WSN enables the configuration
of the energy consumption required to move at a given speed, to sense physical scalar
data measurements, and also to retrieve each video frame, making the simulation more
realistic for mobile and static wireless multimedia network applications.

6.2 Performance Metrics

In this thesis, we used different video quality metrics as performance criteria to
show the effects of packet loss during the transmission of video flows. Moreover, we use
two metrics to analyse the energy-efficiency of the proposed protocols.

6.2.1 Video Quality Assessment

Solutions involving multimedia transmission must evaluate the video content from
the user’s perspective. In this context, over the last decade the focus has shifted away
from pure network point-of-view assessment, i.e., QoS metrics, to a more end-user centric
focus, i.e., QoE metrics, since QoE schemes can overcome limitations related to the human
visual system. This is because QoS schemes alone are not enough to assess the quality
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level of multimedia applications, because they fail in capturing subjective aspects of video
content related to human’s experience and subjectivity [137].

Regarding to the assessment of video quality based on the user’s perspective,
there are basically two QoE approaches, namely, objective and subjective. It should be
noted that hybrid methods will not be detailed in this thesis. Objective approaches esti-
mate/predict the video quality level by means of mathematical models or signal processing
algorithms. The main objective metrics are the following: PSNR [138], MSE, SSIM [139],
and VQM [140]. Objective metrics fail in capturing all the details that might affect the
user’s experience. This problem is addressed by carrying out subjective evaluations. MOS
[141] is one of the most widely used approaches for subjective video evaluation. In the
following section, we explain the QoE metrics used for our video quality assessment.

SSIM metric improves the performance of the traditional PSNR and MSE metrics.
This is because both PSNR and MSE metrics do not correlate well with the subjective
perceptions of humans. Therefore, SSIM is a metric, which involves frame-to-frame mea-
suring of three components, namely, luminance, contrast, and structural similarity. It also
measures the structural distortion of the video, and seeks to obtain a better correlation
with the user’s subjective impression. Hence, it combines these components into a single
value, called index. The SSIM index is a decimal value between 0 and 1, where 0 means
no correlation with the original image (low video quality level), and 1 means exactly the
same image (high video quality level).

The VQM method defines a set of computational models, which also has been
shown to have superior performance than traditional PSNR and MSE metrics. VQM uses
the same features of the human’s eye to perceive video quality, including colour and block
distortion, as well as blurring and global noise. More specifically, this model employs a
linear combination with seven parameters. Four are extracted from spatial gradients, two
are obtained from a chrominance vector, and the last is derived from absolute temporal
and contrast details. VQM values closest to 0 correspond to the best possible video quality
level, i.e., exactly the same image compared to original video. The MSU Video Quality
Measurement Tool is used (VQMT) [142] to measure SSIM and VQM values for each
transmitted video during the simulations.

Moreover, subjective evaluation captures all the details that might affect the
human’s experience. In this context, MOS is one of the most frequently used metrics for
subjective evaluation, and is recommended by the International Telecommunication Union
- Telecommunication Standardization Sector (ITU-T). MOS requires human observers
rating the overall video quality level in accordance with a predefined scale. The MOS
evaluation can be done by following the Single Stimulus (SS) or Double Stimulus (DS)
methods defined by the ITU-R BT.500-11 recommendations [141].

When the SS approach is used, human observers only watch the video once, and
then give a score. The choice of a SS paradigm fits well to a large number of emerging
wireless multimedia applications [143]. When the DS method is applied into the MOS
evaluation system, viewers watch an unimpaired reference video, and then they will watch
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same video impaired. Afterwards, he/she rates the second video using an impairment
scale. For both approaches, in general, the MOS scale goes from 1 to 5, where 5 is the
best possible score, as shown in Table 5.

Table 5: MOS Scale According to ITU-R BT.500-11 Recommendations [141]

MOS Quality Impairment
1 Bad Very annoying
2 Poor Annoying
3 Fair Slightly annoying
4 Good Perceptible, but not annoying
5 Excellent Imperceptible

6.2.2 Energy-Efficiency Assessment

Two metrics were employed to evaluate the network lifetime: the entire lifetime
of the network, and also the saturation time. We define the network lifetime as the time
spent by nodes until the time when only 10% of the network nodes remain alive. The
saturation time is similar to the network lifetime, although it starts from the moment of
the first node run out of energy resources. The saturation time is useful to assess the
capacity of routing protocols to dynamically adapt to new topologies resulting from the
death of the nodes.

Moreover, we used an ad-hoc metric called of Energy-Quality Index (EQI) to
measure the energy-efficiency of the proposed protocols [144]. EQI is designed as a
“figure-of-merit” to benchmark different transmission schemes in terms of their energy
consumption vs. image quality gain. In other words, it represents the trade-off between
the video quality achieved (∆SSIM) and the spent energy (E) at the intermediate nodes
along a path. The values of SSIM and E are standardized with the number of hops. The
EQI for any scheme is defined as:

EQI =
∆SSIM

∆E
(6.1)

6.3 Performance Evaluation of the MEVI Protocol over
Static WMSN Scenarios

In this section, we first describe the simulation scenario for the performance
evaluation of hierarchical routing protocols under static WMSN scenarios. Afterwards,
we analyse the obtained simulation results in terms of video quality level, energy-efficiency,
reliability, and scalability.
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6.3.1 Simulation Scenarios

Simulations were carried out and repeated 33 times with different randomly gen-
erated seeds to provide a confidence interval of 95% (vertical bars in graphics) in order
to show the impact and benefits of MEVI for dissemination of video content with static
WMSNs. Table 6 summarizes the simulation parameters used for simulations conducted
to evaluate the performance of MEVI compared to PEMuR, LEACH, MEVI, as well as
LEACH and MEVI variations in a small (scenario 1) and large scale (scenario 2) scenarios.

In our simulations, we considered that some nodes (sensor nodes SNi) are con-
tinuously monitoring physical scalar sensor data to predict an event occurrence, by means
of existing models or methods and defined by an expert [14]. As soon as there is an event
occurrence, another set of nodes (camera nodes CNi) must transmit multimedia data,
e.g., video streaming, audio or still image, with QoE assurance to headquarters or IoT
platform. In this context, multimedia content provides more precise information than
simple scalar data, enabling specialists, mobile users, or computer vision software to vi-
sually verify the real impact of the event, avoid false-positive alarms, take consciousness
of what is happening in the environment, plan actions, detect objects or intruders, and
analyse scenes. More specifically, each SNi periodically collects physical scalar data mea-
surements, and sends it to a given CNi. Each CNi receives the data packets from a set
of SNi, aggregates them into a single packet, assigns slotk for each SNi according to the
TDMA schedule, and sends the aggregate packet to the DN . Afterwards, a given CNi

triggers the multimedia transmission based on the SR of a given SNi.

It is important to mention that the M3WSN framework enables to configure the
energy consumption for retrieving each frame that composes a video, as expected in a
realistic simulation scenario. In this context, we set this value according to the values
from a CMUcam3 [145], since we consider that CNi are equipped with a CMOS cam-
era, such as CMUcam3. In addition, the framework also enables the definition of the
energy consumption for transmitting packets, and thus we configured this value based
on TelosB datasheet [146], because we consider that nodes are equipped with a CC2024
radio transceiver. We also set the simulation parameters to allow wireless channel tem-
poral variations, link asymmetry, and irregular radio range, as expected in a real wireless
network environment.

Regarding video parameters, we encode video sequences with a MPEG-4 codec
at 200 kbps, 30 frames per second, and in a Quarter Common Intermediate Format
(QCIF), i.e., 176x144. In addition, the decoder uses Frame-Copy as the error concealment
method to replace each lost frame with the last received one, which is expected to generate
less severe impact by frame losses on the video quality. Existing works classified video
sequences according to their motion into three categories, namely low, median, and high.
For instance, Aguiar et al. classified the Container video sequence (taken from Video
Trace Library [48]) with low movement [51], which means that there is a small moving
region of interest on a static background. In the case of the Container video sequence
there is a ship crossing a lake. This video characteristic is required for many WMSN
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applications, such as environmental monitoring, smart parking, and others. Hence, these
factors explain our option for transmitting the Container video sequence.

Table 6: Simulation Parameters for Different Hierarchical Routing Protocols

Parameters Scenario 1 Scenario 2
Field size 40x40 80x80
DN location 20,40 40,80
Transmission power for multi-hop protocols -10dbm -3 dbm
Transmission power for single-hop protocols -1dbm 0 dbm
Total number of nodes 100
Number of CNi 25
Location of CNi Grid
Location of SNi Uniform
Initial energy (E0) for SNi 10 J
Soft threshold 50 C
Hard threshold 90 C
Number of time-slots in each superframe (nslot) 14
Time-slot duration (tslot) 1 Second
Round duration (R) 30 Seconds
Maximum hop count (HCmax) 8 hops
MAC protocol CSMA/CA
Radio model CC2420 Transceiver
Path loss model Lognormal shadowing model
Video sequence Container
Video length 10 seconds
Video encoding MPEG-4
Video format QCIF (176 x 144)
Total number of frames 300 frames
Frame rate 30 fps
GoP size 30 frames
Error concealment method Frame-Copy

Figure 43 depicts the topology for scenarios 1 and 2. In this context, hierarchical
routing protocols with heterogeneous nodes, such as MEVI and one LEACH variation
implemented by us, consider 25 CNi placed in a grid topology of 5x5, which are represented
by black circles in Figure 43. On the other hand, 75 SNi are uniformly distributed in the
field, which are represented by blue circles in Figure 43.

We consider that any of these 100 nodes deployed in the field can act as a CNi

or SNi, and they are periodically elected in a distributed way for hierarchical routing
protocols that consider a network composed of homogeneous nodes, such as LEACH and
PEMuR. It is important to mention that we consider a network composed of 25% of nodes
acting as a CNi, for a network composed of both homogeneous or heterogeneous nodes
capabilities. This is a reasonable assumption, since many hierarchical routing protocols,
such as LEACH and PEMuR, also considered this value.
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(a) Topology for Scenario 1 (b) Topology for Scenario 2

Figure 43: Simulation Topology for Different Hierarchical Routing Protocols for Static
WMSN Scenarios

Figure 44 illustrates the network stack executed on each node. On the appli-
cation layer, we implemented an application to retrieve video flows or physical scalar
sensor data, depending on the node type. We used UDP on the transport layer, and
implemented different hierarchical routing protocols at the network layer, namely PE-
MuR, LEACH, MEVI, as well as LEACH and MEVI variations. Nodes are equipped with
CC2420 transceiver, using different transmission power, depending on the scenario char-
acteristics. In addition, our simulations rely on the traditional CSMA/CA MAC protocol
without RTS/CTS messages and retransmissions.
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Figure 44: Network Stack for the Performance Evaluation of Different Hierarchical Rout-
ing Protocol for Static WMSN Scenarios

We conducted simulations with different hierarchical routing protocols for static
WMSNs in order to compare the results in terms of scalability, energy-efficiency, reliability,
and also the video quality level of each transmitted videos.

• PEMuR follows the PEMuR description [65], where nodes periodically create clus-
ters in a centralized way by transmitting beacon, schedule, advertisement, identifier,
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and also join messages. Moreover, nodes classify routes based only on remaining
energy.

• LEACH takes into account the traditional LEACH implementation to periodically
perform cluster formation [64], i.e., nodes have homogeneous capabilities and trans-
mit beacon, join, and schedule messages for cluster formation. In addition, nodes
consider an event-based multimedia transmission after the TDMA period, according
to the SR index.

• LEACH fixed CNi considers heterogeneous node capabilities, i.e., it considers
fixed CNi. Additionally, it follows the traditional LEACH implementation for clus-
ter formation. This LEACH variation can be used to evaluate the benefits of our
proposed cluster formation scheme with reduced signalling overhead.

• MEVI follows all the MEVI description and operation principles, such as introduced
in Chapter 4. More specifically, it considers cluster formation scheme with low
overhead. It finds a subset of reliable camera nodes CNi to establish multiple
paths PSN,DN in order to connect each pair of SN to DN via multiple CNi, and
score each possible path based on end-to-end link quality estimation. MEVI triggers
multimedia transmission according to the SR index. Finally, it schedules multimedia
transmission via multiple-paths according to the frame relevance and PQ, providing
load balance and QoE-awareness.

• MEVI single-hop implements a single-hop communication between CNi and DN .
Hence, it can be used to show the limitations of single-hop communication, and
the benefits of our proposed cluster formation with reduced overhead compared to
LEACH.

• MEVI hop-count considers the MEVI description and operation principles, but it
scores each possible path based only on the number of hops. It is useful to highlight
the benefits of using the proposed cross-layer mechanism to select routes based
on network conditions and energy issues. This MEVI variation implements the
traditional route discovery proposed in Ad-hoc On-demand Distance Vector routing
protocol (AODV) [147], Ad-hoc On-demand Multipath Distance Vector (AOMDV)
[148], and the AOMDV extension proposed by Hurni and Braun [149].

• MEVI-LQ considers the MEVI description, but it selects single-paths according
to the proposed LQ metric, which score each possible path PSN,DN between CNi

and DN via multiple CNi. LQ is computed according to Eq. 4.1 by taking into
account multiple cross-layer single-hop metrics, namely REt, LQI, and HC. It is
important to highlight that LQ uses metrics similar to some existing works [69,70].
This MEVI variation can be used to evaluate the benefits of using end-to-end link
quality estimation, such as implemented in the pure MEVI implementation.

• MEVI-PQ follows the MEVI description, but it considers the proposed PQ metric
to score each possible path based on end-to-end link quality estimation, and does
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not include the video-aware mechanism to schedule packet transmission via multi-
ple paths. More specifically, PQ is computed according to Eq. 4.2, which considers
cross-layer single-hop metrics, i.e., REt and LQI, and also end-to-end link quality
metrics, i.e., DL and CL. This MEVI variation is used to evaluate the video-aware
mechanism to schedule packet transmission via multiple paths by using frame pri-
ority and also PQ information, such as used in the pure MEVI implementation.

6.3.2 Simulation-Based Result Analysis

In this section, we analyse the obtained simulation experiments, where first, we
introduce the simulation results for scenarios 1 and 2 in order to show the scalability of
MEVI compared to existing hierarchical routing protocols for static WMSNs. Afterwards,
we describe the simulation results for scenario 1 and 2 in order to assess the energy-
efficiency of MEVI against existing hierarchical routing protocols. Finally, we introduce
the video quality results for MEVI.

6.3.2.1 Scalability Assessment

Figures 45 and 46 show the video quality level measured by means of SSIM and
VQM according to the distance between the SN and the DN for both small and large-
scale scenarios, i.e., scenarios 1 and 2, respectively. This is because we aim to evaluate the
scalability of hierarchical routing protocols, namely LEACH, LEACH fixed CNi, MEVI-
LQ, MEVI single-hop, MEVI hop-count, and PEMuR.

We analysed the video quality level according to the distance, since it fluctuates
depending on the distance between SN and DN . For instance, a further distant node
suffers a higher packet loss, because more hops are needed to reach the DN , causing
inference or buffer overflow. It is important to highlight that SSIM values range from
0 to 1, and VQM values range from 0 to 5, but in Figures 45 and 46 we established
an interval from 0.5 to 1 for SSIM, and from 0 to 3 for VQM, in order to enlarge the
differentiation between protocols. Moreover, VQM values closer to 0 and SSIM values
closer to 1 correspond to the best possible video quality level, i.e., the received video has
exactly the same image compared to original video.

Let us first analyse the SSIM of SN closer to the DN , i.e., SN with distance
between 0m and 11m to DN , as shown in Figure 45(a). Those nodes delivered the video
with similar quality level regardless of the protocols. This is because multi-hop hierarchical
routing protocols, such as, MEVI-LQ, MEVI hop-count, and PEMuR, require few hops
to reach DN , e.g., 1 or 2 hops. Moreover, for single-hop hierarchical routing protocols,
i.e., LEACH, LEACH fixed CNi, and MEVI single-hop, the source nodes are close to
the DN , and also they use higher transmission power in order to reach the DN . Those
issues reduce the packet loss ratio, which improve the video quality level. Moreover, VQM
results confirm the SSIM results for the same reasons as explained above.
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Nodes have a nominal transmission range of around 40m for parameters of sce-
nario 1, which is defined based on the physical parameters of the antenna, such as trans-
mission power, antenna gain, and receiver sensitivity. In this context, for distances be-
tween 11m and 26m, single-hop protocols still delivering video flows with higher quality
level, i.e., SSIM around 0.9 and VQM around 0.5 for VQM. In contrast to that multi-hop
protocols delivered videos with reduced quality level, i.e., SSIM ranging from 0.5 to 0.9
and VQM raging from 0.5 to 2.5. This is because for single-hop protocols the SN sends
multimedia packets using higher transmission power directly addressed to the DN , which
is still in the transmission range of SN . PEMuR has the worst performance, since it se-
lects routes based only on remaining energy, which is not an appropriate metric to select
reliable routes.

For distances above 26m under conditions of scenario 1, MEVI-LQ increases the
SSIM in 20% and VQM in 60% compared to other protocols. This is because MEVI-LQ
delivers the video across multiple hops, and relies on a cross-layer single-hop metric to
select reliable routes based on network conditions, namely LQI, remaining energy, and
number of hops. On the other hand, for single-hop protocols, such as LEACH, LEACH
fixed CNi, and MEVI single-hop, source nodes are not able to deliver video flows to the
DN with higher reliability, even using higher transmission power. This is because DN is
not anymore in the transmission range of SN . Moreover, PEMuR and MEVI hop-count
select routes based on remaining energy or number of hops, respectively. This makes such
proposals unreliable, since they do not consider cross-layer information to select reliable
routes, which causes higher packet loss ratio and also lower video quality level.

(a) SSIM Results (b) VQM Results

Figure 45: Video Quality Level According to the Distance Between SN and DN for
Scenario 1

We also evaluated those hierarchical routing protocols in a large-scale scenario,
such as expected in many multimedia smart city and environmental monitoring applica-
tions. In this way, we analysed if those protocols are still able to disseminate video flows
with good quality level regardless the distance between the SN and the DN . In this
context, delivered videos have a similar video quality regardless of protocols for distances
from 0m to 20m, as shown in Figure 46. This is because protocols require a few hops
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to reach the DN , reducing packet loss ratio and improving the video quality level. It
is important to mention that some source nodes from scenario 1 with distances between
0m and 20m delivered the video with worst quality level compared to scenario 2. This is
because for scenario 2, nodes used higher transmission power than for scenario 1, which
increases the number of neighbourhoods and also reduces the number of hops.

For distances longer than 40m, DN is not anymore within the transmission range
of SN , which is an essential assumption for single-hop protocols, such as LEACH, LEACH
fixed CNi, and MEVI single-hop. Hence, those protocols are not able to disseminate
multimedia packets even using the higher transmission power, since the radio range is
about 45m for parameters of scenario 2. On the other hand, MEVI-LQ and MEVI hop-
count are still able to deliver video flows to DN , because packets are transmitted via
multiple hops. It is important to note that MEVI-LQ increases SSIM and VQM by
around 20% compared to MEVI hop-count. This improvement is because it relies on
multiple hops with a cross-layer solution to select reliable routes, which decreases the
packet loss ratio and increases the video quality level. Moreover, the worse performance
of MEVI hop-count compared to MEVI-LQ under conditions of scenario 2 is because
routes are selected based only on the number of hops, which is not an appropriate metric
to select routes to transmit video packets with reliability.

(a) SSIM Results (b) VQM Results

Figure 46: Video Quality Level According to the Distance Between SN and DN for
Scenario 2

Figure 47 shows the SSIM for all videos transmitted by each node deployed for
scenarios 1 and 2, where the yellow colour represents the best video quality level (i.e.,
SSIM equals to 1), and the red colour represents the worst video quality level (i.e., SSIM
equals to 0). We have the same observation for the results of Figure 47 compared to
results of Figures 45 and 46.

It is important to highlight that there are only 25 source nodes (circles in the
Figure 47) transmitting video flows with MEVI-LQ and MEVI single-hop protocols for
both scenarios 1 and 2. This is because both protocols consider heterogeneous node
capabilities, and both scenarios have 25 CNi placed in a grid topology of 5x5, as depicted
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in Figure 43. On the other hand, LEACH and PEMuR consider a network composed of
nodes with homogeneous capabilities, and thus nodes periodically decide by themselves to
become CNi or SNi. For these reasons, LEACH and PEMuR have more than 25 source
nodes (circles in the Figure 47) transmitting video flows.

(a) MEVI-LQ – Scenario 1 (b) MEVI-LQ – Scenario 2

(c) MEVI single-hop – Scenario 1 (d) MEVI single-hop – Scenario 2

(e) LEACH – Scenario 1 (f) LEACH – Scenario 2

(g) PEMuR – Scenario 1 (h) PEMuR – Scenario 2

Figure 47: SSIM in Colour Scale for Each Node that Composes Scenarios 1 and 2

Based on the conducted simulation experiments, we conclude that single-hop
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hierarchical routing protocols, such as LEACH, LEACH fixed CNi, and MEVI single-
hop, do not provide multimedia transmission with high scalability compared to multi-hop
hierarchical routing protocols, such as MEVI-LQ, MEVI hop-count, and PEMuR. This is
because for longer distances between SN and DN , DN does not receive video flows. This
happens only when the source nodes rely on single-hop hierarchical routing protocols.

As mentioned before, we consider an environmental monitoring WMSN applica-
tion, which typically requires videos with a small moving region of interest on a static
background. For instance, the Container video sequence (taken from the Video Trace
Library [48]) has a static background, i.e. the lake, with a ship and a bird crossing the
lake. Hence, to show the impact of transmitting video streams with different hierarchical
routing protocols from the user point-of-view, we selected a random frame (i.e., Frame
266) from the transmitted videos for each routing protocol, as displayed in Figure 48.
The frame number 266 is the moment when a bird is fling across the scene. Hence, for
environmental monitoring WMSN applications, this small moving region of interest is
useful to provide more precise information, enabling users and authorities (e.g., police)
to visually verify the real impact of the event, take consciousness of what is happening in
the environment, and plan actions according to rich visual information.

We can visually observe that MEVI delivered the video frame with a good quality
level from the user perspective, since the frame has only few distortions and the bird
appears to be in the same position compared to the original frame. This can be concluded
by comparing the frame transmitted by MEVI-LQ (Figure 48(b)) to the original frame
(Figure 48(a)). On the other hand, the frame 266 transmitted by MEVI single-hop, MEVI
hop-count, LEACH, LEACH fixed CNi, and PEMuR has a low video quality level from the
user perspective, as shown in Figures 48(c), 48(d), 48(e), 48(f), and 48(g) respectively. For
instance, there is a higher distortion in the ship and on the lake compared to the original
frame. This happens because those hierarchical routing protocols are not reliable enough
to provide multimedia dissemination with quality level support, which cause a higher
packet loss ratio. In addition, the bird does not appearing at the same position compared
to the original frame, since the frame 266 was lost, and thus the decoder reconstructed
the frame 266 based of the previously received frames.

Figure 49 shows the SSIM values for all frames that compose the Container video
sequence transmitted from a given node for scenario 1. This result illustrates the ability
of hierarchical routing protocols to deliver frames with good quality level support. Single-
hop protocols have almost the same video quality level, since the SN transmits the video
with the same transmission power at the same distance. On the other hand, MEVI-LQ
increases the SSIM in 20% and VQM 40% compared to other protocols. This is because
MEVI-LQ relies on a cross-layer metric to select reliable paths. Finally, DN receives
all video frames with a low quality level when the SN relies on PEMuR to forward
packets, due to PEMuR relies only on remaining energy to select routes, which is not an
appropriate metric (alone) to disseminate video packets with reliability.
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(a) Original frame (b) MEVI-LQ (c) MEVI single-hop

(d) MEVI hop-count (e) LEACH (f) LEACH fixed CNi

(g) PEMuR

Figure 48: Frame number 266 from Container Video Sequence Transmitted from a Given
Node via Different Hierarchical Routing Protocols
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Figure 49: SSIM for all Frames that Composes the Container Video Sequence Transmitted
by a Specific Node under Conditions of Scenario 1
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6.3.2.2 Reliability Assessment

In this section, we first introduce the experiments conducted to find the appropri-
ate value to PQmin, which impacts on the performance of the video-aware mechanism to
schedule packet transmissions via multiple paths used by MEVI. This is because in some
cases, an alternative path experiences a higher packet loss rate, and thus it is unable to
provide reliable multimedia transmissions. In this way, as soon as MEVI detects that
an alternative path has a PQ value lower than PQmin, it must send the following video
packets via a single path, in order to ensure the multimedia delivery with a minimal video
quality level. Based on results of Figure 50, a video transmitted through a path with PQ
below 0.4 obtains poor video quality level from the user perspective, and for this reason
we selected PQmin equal to 0.4.
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Figure 50: SSIM According to Different PQ Value

Figure 51 shows the results collected with SSIM and VQM with respect to the
number of hops under conditions of scenario 2. We can see a higher and similar video
quality level for routes up to 2 hops, regardless of hierarchical routing protocols, as shown
in Figure 51(a). This happens because the SN is closer to DN and requires less hops,
which decreases interference and the number of packet dropped at intermediate buffer.
More specifically, MEVI improves the SSIM in 5% compared to other protocols, and in
the worst case it has the same video quality level.

On the other hand, MEVI hop-count selects routes based on the number of hops,
which makes it unreliable. This can be explained because some hops might experience bad
link quality communications or high packet loss ratio, due to both noise and interference.
Moreover, MEVI-LQ increases the video quality compared to MEVI hop-count, since it
considers single-hop link quality estimation. However, the videos delivered by MEVI-LQ
still have a lower video quality compared to MEVI-PQ, since MEVI-PQ considers the pro-
posed PQ metric to score each possible path based on end-to-end link quality estimation.
Finally, MEVI provides a gain of 12% in terms of SSIM compared to MEVI hop-count
and MEVI-LQ. This is because it evaluates the end-to-end link quality communication
with a minimal signalling overhead and includes a video-aware mechanism to schedule
packet transmissions via multiple paths, which increase the packet delivery ratio. More-
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over, MEVI provides higher reliability, since it uses the single-path communication when
the alternative routes are not reliable enough for video dissemination.

VQM results confirm the observations for SSIM results. For instance, MEVI
improves the VQM in 10%, and in the worst case it has a similar video quality for routes
up to 2 hops, shown in Figure 51(b). On the other hand, for routes with more than 3
hops, MEVI increases the VQM by 40%, 30% and 10% compared to MEVI hop-count,
MEVI-LQ, and MEVI-PQ, respectively. Based on SSIM and VQM results, we confirm
the benefits of MEVI in assuring a higher video quality level based on the user perception
for disseminating video flows.
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Figure 51: Video Quality Level According to the Number of Hops for Scenario 2

Once again, to show the benefits of transmitting video streams via MEVI from
the standpoint of the end-user, we selected another random frame (i.e., frame 257) from
the transmitted videos for each routing protocol, as shown Figure 52. Frame 257 is the
moment when two birds are flying across the scene. The benefits of transmitting the video
sequence via MEVI are evident by comparing it (see Figure 52(b)) with the other protocols
(see Figures 52(d), 52(e), and 52(c)) and also with the original frame (see Figure 52(a)).
For instance, the frame 257 transmitted via MEVI hop-count, MEVI-LQ, and MEVI-PQ
have a higher distortion in the ship and also on the lake compared to the original frame
(see Figure 52(a)), and also compared to the frame 257 transmitted via our protocol (see
Figure 52(b)).

In addition, the birds also do not appear in the same position when transmitted
by MEVI hop-count, MEVI-LQ, and MEVI-PQ, since the frame 257 was lost, and thus
the decoder reconstructed it based on the previously received frames. On the other hand,
the frame transmitted via MEVI presents only few distortions, and the bird appears in the
same position. This is because MEVI relies on a mechanism to protect priority frames by
transmitting them via reliable paths, enhancing the video quality level from the human
perspective. In addition, MEVI scores each possible path in an end-to-end fashion by
means of a cross-layer approach with a minimum overhead.
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(a) Original Frame (b) MEVI (c) MEVI-PQ

(d) MEVI hop-count (e) MEVI-LQ

Figure 52: Frame number 257 from Container Video Sequence Transmitted from a Given
Node via Different Hierarchical Routing Protocols

6.3.2.3 Energy-efficiency Assessment

Figure 53 shows the number of nodes that are still alive for the small (scenario
1) and large scale (scenario 2) scenarios. We only analyse results for one MEVI version,
since the network lifetime for all MEVI versions is the same. Hence, the number of nodes
alive is the same for all the MEVI versions. In PEMuR and LEACH, a different set of
nodes is elected as CNi in each round. In the hierarchical architecture, CNi consumes
more energy to transmit or to forward packets to the DN . Hence, MEVI and LEACH
fixed CNi never have a network with less than 25 nodes, which is the number of CNi,
which has more energy resources.

MEVI increases the network lifetime in 70% compared to LEACH for both sce-
narios 1 and 2, as shown in Figure 53(a) and 53(b), respectively. This is because CNi in
LEACH uses higher transmission, i.e., 0 dbm, power to send packets to the DN , which
requires higher energy consumption. In contrast to CNi in LEACH, CNi in MEVI uses
transmission power equal to -10 or -3 dbm. In addition, in every round LEACH elects a
different set of CNi and SNi. Finally, LEACH includes a higher signalling overhead for
cluster formation, increasing the energy consumption of nodes in LEACH.

PEMuR has the worst network lifetime, since it includes more control messages
for cluster formation compared with the original LEACH. PEMuR is a multi-hop routing
protocol, and thus each CNi has to forward a higher number of multimedia packets,
which consumes more energy compared to LEACH. Finally, MEVI increases the network
lifetime in 50% compared to LEACH fixed CNi. This is because MEVI considers a cluster
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formation with low signalling overhead, reducing the energy consumption.
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Figure 53: Network Lifetime

Figure 54 illustrates the energy costs incurred to provide a certain video quality
level measured by means of the EQI metric. We can see that MEVI increases the Energy
Quality Index (EQI) in 10% compared to other hierarchical routing protocols. Hence,
we conclude that the proposed protocol provides the best trade-off between the video
quality per unit of spent energy. This is because MEVI the end-to-end link quality
communication, which improves the packet delivery. Additionally, it avoids alternative
paths with low reliability.

80                      

1,5

0

0,2

0,4

0,6

0,8

1

1,2

Number of Hops

E
Q

I

MEVIMEVI-PQMEVI-LQ MEVI hop-count

1 2 3 4 5 6 7

Figure 54: EQI According to the Number of Hops for Scenario 2

6.3.3 Summary

Simulation experiments were conducted to show the impact and benefits of MEVI
for disseminating video content for a large and small field size compared to existing
hierarchical routing protocols, namely PEMuR, LEACH, MEVI, as well as LEACH and
MEVI variations, in terms of scalability, reliability, energy-efficiency, and video quality
level of each transmitted video. Based on the simulation results, we found that MEVI
increases the network lifetime by at least 60% for small and large-scale scenarios compared
to PEMuR, LEACH, MEVI, as well as LEACH and MEVI variations.
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In terms of scalability, MEVI is still able to deliver video for large-scale field sizes,
unlike the related protocols that are not able to send video flows on a large-scale scale
scenario. Simulation results also showed that the MEVI protocol provides multimedia
distribution with a higher quality level compared to other approaches. More specifically,
our protocol has a SSIM gains of 10% and a VQM gains between 10% and 40%. The
results achieved in this section are summarized in Table 7.

Table 7: Comparison Among Different Hierarchical Routing Protocols Based on Con-
ducted Simulation Experiments

Algorithms Scalability Reliability Energy-efficiency QoE assurance
MEVI High High High High
LEACH Low Medium Low Low
LEACH fixed CNi Low Medium Medium Low
MEVI single-hop Low Medium Medium Low
MEVI hop-count High Medium Medium Medium
MEVI-LQ High Medium Medium Medium
MEVI-PQ High Medium Medium Medium
PEMuR Medium Medium Low Low

6.4 Performance Evaluation of the QoE-aware Redun-
dancy Mechanism

In this section, we describe the simulation scenario description and also the main
parameters used for the performance evaluation of the proposed QoE-aware redundancy
mechanism. Afterwards, we analyse the obtained simulation results in terms of video
quality level, overhead, and also energy-efficiency.

6.4.1 Simulation Scenarios

For the experiments conducted in this section, we implemented the QoE-aware
redundancy mechanism for intrusion detection WMSN application, where a set of sensor
nodes performs intrusion detection, e.g., by using vibration sensors. On the other hand,
another set of camera sensor nodes only transmits real-time videos from the intruder area,
as soon as the scalar sensor detected it. As mentioned before, the M3WSN framework
enables to set the energy consumption for retrieving each frame that composes a video. In
this context, we set this value according to the values from CMUcam3 [145]. Additionally,
it is also possible to define the energy consumption for transmitting packets, and thus we
configured this value based on TelosB datasheet [146].

Simulations were carried out and repeated 33 times with different randomly gen-
erated seeds to provide a confidence interval of 95% (vertical bars in graphics). We set the
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simulation parameters to allow wireless channel temporal variations, link asymmetry, and
irregular radio range, as expected in a real wireless network environment. Table 8 sum-
marizes the simulation parameters used for simulations conducted to evaluate different
packet redundancy mechanisms.

Simulation starts with an intruder located at (0,0), and during the simulation
the intruder moves according to the random waypoint mobility model. As soon as the
sensor node detects an intruder, the camera node must send the video flows to DN . This
is because real time video flows enable users and authorities (e.g. the police) to monitor,
detect, and predict the intruder’s moving direction. Moreover, they allow the authorities
to take precise decisions based on valuable visual information.

Table 8: Simulation Parameters for Different Packet Redundancy Mechanisms

Parameters Scenario 1 Scenario 2
Field size 40x40 100x100
DN location 20, 0 50,100
Type of movement of intruder Random mobility Random mobility
Initial location of intruder 0,0 0,0
Intruder velocity 1.5 m/s 2.0 m/s
Total number of nodes 100 200
Number of CNi 25 64
Location of CNi Grid Grid
Location of SNi Uniform Uniform
Initial energy for SNi 14 J 20 J
Transmission power -15 dBm -10 dBm
MAC protocol CSMA/CA
Radio model CC2420 Transceiver
Path loss model Lognormal shadowing model
Video sequence Hall
Video length 12 seconds
Video Encoding H.264
Format QCIF (176 x 144)
Total number of frames 300 frames
Frame rate 26 fps
GoP size 30 frames
Error Concealment Method Frame-Copy
Redundancy (r) 80 %, 100 %

We encoded the video sequences with H.264 codec at 200 kbps, 26 frames per
second, and in a QCIF (176x144). The decoder uses Frame-Copy as the error concealment
method to replace each lost frame with the last received one, which is expected to make
less severe impact of frame losses on the video quality. Existing works on multimedia area
classify the videos into three categories, according to their motion and complexity levels,
i.e. low, median, and high. For example, Aguiar et al. classify the Hall video sequence
(taken from the Video Trace Library [48]) as low movement, which means that there is a
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small moving region on a static background, i.e. men walking in a hall [51]. Hence, we
selected the Hall video sequence, since it has similar motion and complexity for the video
intrusion detection application.

Figure 55 illustrates the network stack executed on each camera node. At the
application layer, we implemented different redundancy solutions to transmit each video
flows, namely, simple redundancy, QoE-aware redundancy, and without redundancy. UDP
is used at the transport layer, and MEVI at the network layer. Nodes are equipped
with CC2420 transceiver, using transmission power of -15 or -10dBm, and relying on the
traditional CSMA/CA MAC protocol without RTS/CTS messages and retransmissions.
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Figure 55: Network Stack for the Performance Evaluation of Different Redundancy Mech-
anisms

We conducted simulations with different redundancy schemes to compare the re-
sults. The first experiment servers as a baseline results, and it was performed without any
enhancement (without redundancy). The second simulation implements a non-QoE
approach (simple-FEC), such as performed by some the existing redundancy schemes
[57–63] that add redundant packets in a black-box manner, i.e., without considering the
frame importance from the user perspective. More specifically, the simple redundancy
mechanism statically added a fixed amount of packet redundancy to all frames that com-
pose a given video sequence. Finally, the last experiment uses the proposed QoE-aware
redundancy mechanism [90,91], which adds redundant packets depending on the frame
type and the location of the P-frame within the GoP.

6.4.2 Simulation-Based Result Analysis

In this section, we analyse the conducted simulation experiments in terms of the
video quality level of each transmitted video, overhead, and energy-efficiency. First, we
introduce the simulation results to select some parameters for the proposed QoE-aware
redundancy mechanism. Afterwards, we describe the simulation results for scenarios 1
and 2 in order to analyse the obtained results.
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6.4.2.1 QoE-aware Redundancy Mechanism Parameters Definition

As mentioned earlier, P-frames earlier in the GoP, i.e., P-frames with a relative
position p lower than X1, have their packets encoded to add r% of packet redundancy for
the set of npkts original packets. This is because the loss of P-frames earlier in the GoP
cause impairments over a longer period, since subsequent frames are directly or indirectly
impaired until the decoder receives the next I-frame, as presented by Greengrass et al.
[45,53]. For instance, X1 equals to 50% means that the proposed redundancy mechanism
adds r% of redundant packets only to 50% of P-frames in each GoP.

It should be noted that X1 should be defined based on both video motion and
complexity levels. This is because a GoP may be composed of video frames with different
sizes, depending on the video spatial and temporal levels. For instance, a given video
with larger I-frames will be fragmented into several packets, i.e., videos with high spatial
complexities, such as the Flower video sequence downloaded from the YUV library [48].
In this context, the dropping probability of an I-frame increases, which produces different
impact on the user perception when a packet is dropped in the network. The same
process occurs with P- and B-frames for videos with high temporal complexity, such as
the Football video sequence downloaded from the YUV library. Aguiar et al. showed that
the video called Mobile has the biggest I-frame size, and consequently, it has a highest
spatial complexity, while the video Football has the smallest ones [51].

In this context, we first analyse our QoE-aware redundancy mechanism with dif-
ferent values for X1 and r. We defined the packet redundancy r equals to 80% or 100%,
and also X1% equals to 60% or 50%. Table 9 summarizes eight possible configurations
for these values, and also the packet overhead included by the proposed QoE-aware re-
dundancy mechanism.

Table 9: Possible Configurations for the QoE-aware Redundancy Mechanism

Redundancy for Redundancy for Network
the first 60 % of the last 40 % of Overhead
P-frames P-frames

Configuration #1 80% 0% 96 packets
Configuration #2 80% 40% 152 packets
Configuration #3 100% 0% 159 packets
Configuration #4 100% 50% 215 packets

Redundancy for Redundancy for Network
the first 50 % of the last 50 % of Overhead
P-frames P-frames

Configuration #5 80% 0% 84 packets
Configuration #6 80% 40% 152 packets
Configuration #7 100% 0% 145 packets
Configuration #8 100% 50% 213 packets

Let us use Figure 56 to illustrate four possible configurations of the QoE-aware
redundancy mechanism with r equals to 100%, and X1% equals to 60% or 50%. More
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specifically, the proposed mechanism adds r% of redundant packets to I-frames and also
to the first X1% P-frames of each GoP. On the other hand, the possible configurations for
sending the remaining P-frames are the following: (i) the proposed mechanism encodes
the last 100 - X1% P-frames with r/2 redundant packets, i.e., configurations #2, #4,
#6, and #8 (ii); and the mechanism sends the last 100 - X1% P-frames without packet
redundancy, i.e. configurations #1, #3, #5, and #7.

For these 8 configurations introduced in Table 9, we analysed the average values
of SSIM according to the distance between SN and DN , as shown in Figure 57. This is
because a further distant node suffers a higher packet loss, because more hops are needed
to reach the DN , causing inference or buffer overflow. Moreover, nodes with similar
distances have different SSIM values, but the difference is below 0.05, since nodes with
similar distances select routes with different numbers of hops.
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Figure 56: Possible Configurations for the QoE-aware Redundancy Mechanism

Let us first analyse the results with r equals to 80%. Afterwards, we divided
results into two groups in order to analyse the impact of adding redundant packets to the
last 100 - X1% of P-frames. In the first group, the mechanism sends the last 100 - X1%
of P-frames without packet redundancy, such as happened in configurations #1 and #5.
In the second group, the mechanism adds r/2% of redundant packets for the last 100 -
X1% of P-frames, i.e., configurations #2 and #6.

Configurations #2 and #6 have almost the same video quality level, because for
the Hall video sequence both configurations create the same number of redundant packets.
Hence, we conclude that by adding 80% of redundant packets for the first 50% or 60% of
P-frames, and also 40% of redundant packets for the last 50% or 40% of P-frames have no
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benefit for improving the video quality level (in terms of SSIM measurements). On the
other hand, configuration #1 improves the video quality level in less than 0.06 for some
distances compared to configuration #5. This is because the proposed mechanism adds
redundant packets to more P-frames, i.e., it sends the first 60% of P-frames with packet
redundancy. By analysing the results of configurations #1, #2, #5, and #6, we conclude
that the configurations of the second group, i.e., configurations #2 and #6, improve video
quality level in less than 0.09 in some distances. This is because both configurations #2
and #6 add redundant packets to all P-frames, increasing the error resilience and also the
video quality level.

Let us analyse when the QoE-aware redundancy mechanism adds 100% of redun-
dant packets to the set of npkts original packets, i.e., configurations #3, #4, #7, and #8.
It is possible to group the results with 100% of redundant packets in a similar way to
results with 80% of redundant packets. More specifically, in the first group (configurations
#3 and #7), the mechanism sends the last P-frames without redundancy. On the other
hand, in the second group, i.e., configurations #4 and #8, it sends the last P-frames
with a redundancy of r/2. We can see that configurations #4 and #8 improve the video
quality level compared with scenarios #3 and #7, for the same reasons explained for the
results with 80% of redundant packets.

In applications that support videos with low motion and complexity levels, we
believe that the best trade-off between video quality, network overhead, and energy-
efficiency is to use either configurations #5 or #7, even if both configurations do not
delivered video with the best quality level compared to other configurations. However,
both configurations delivered videos without a significant difference to other configura-
tions. This is because the other configurations create more redundant packets, which
increase interference, buffer overflow, and also energy consumption.
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6.4.2.2 Simulation Results for Scenario 1

Figure 58 shows the video quality level measured by means of SSIM and VQM
according to the distance between SN and DN for scenario 1. SN transmitted videos
without redundancy, with simple redundancy, and with the proposed QoE-aware redun-
dancy mechanisms. The SN added 80% and 100% of redundant packets to the original
set of npkts packets, in order to analyse the impact of increasing the parameter r.

We can see that for distances below 25m and when the packet redundancy is equal
to 80%, the simple and the QoE-aware redundancy mechanisms improve the SSIM in 10%
compared with transmitted the video without packet redundancy, as shown Figure 58(a).
For distances above 25m, both simple and QoE-aware redundancy mechanisms enhance
the SSIM in 20%. It is important to note that for almost all distances between SN and
DN , the simple and also the QoE-aware redundancy mechanisms provided multimedia
distribution with similar video quality level. However, the simple redundancy mechanism
includes a higher packet overhead compared to the proposed QoE-aware redundancy, as
depicted in Figure 59.

Figure 58(b) presents the VQM results according to the distances between SN

and DN . VQM results also demonstrate the benefits of using a packet redundancy scheme
in a similar way than SSIM results, for both the standard and QoE-aware approaches.
By adding 80% of redundant packets, the redundancy mechanisms kept the VQM values
below 1 for distances of less than 30m, and around 1.5 for distances above. It is important
to mention that VQM values closest to 0 correspond to the best possible video quality
level, i.e., exactly the same image compared to original video.

Let us analyse the results of adding 80% and 100% of redundant packets. We
conclude that in some cases it is possible to increase the video quality up to 12%. However,
when the redundancy r is equal to 100%, it includes an extra packet overhead compared
to the case of 80% of redundancy without substantially increase the video quality level.
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Figure 58: Video Quality Level According to the Distance Between SN and DN for
Scenario 1

We conclude that our proposal reduces the overhead compared to the simple
redundancy mechanism, while keeping the transmitted video with a good quality based
on the user perspective. This is because it adds redundant packets based on video frame
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importance in order to reduce the packet overhead compared to a simple redundancy
mechanism, as shown in Figure 59. For instance, simple redundancy mechanisms [57–
63] add redundant packets in a black-box manner, i.e., without considering the frame
importance from the QoE/human point-of-view. More specifically, a simple redundancy
scheme statically adds a fixed amount of packet redundancy to all frames that composes
a given video sequence.

Figure 59 shows the overhead created by the simple and QoE-aware redundancy
mechanisms, which add redundant packets to protect frames during loss or link error
periods. The proposed QoE-aware redundant mechanism adds redundant packets based
on the frame importance from the user experience. Hence, the proposed QoE-aware
redundancy mechanism minimizes the overhead, which causes less interference and also
reduces the packet loss rate.
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Figure 59: Packet Overhead Introduced by Different Redundancy Mechanisms

6.4.2.3 Simulation Results for Scenario 2

Figure 60 shows the video quality level according to the number of hops between
SN and DN for scenario 2. The SN transmitted videos without redundancy, with simple
redundancy, and with the proposed QoE-aware redundancy mechanisms. The SN added
80% of redundant packets to the set of npkts original packets, since a redundancy equal to
100% includes an extra packet overhead without substantially increasing the video quality
level, as introduce above.

In Figure 60(a), we can see higher and similar SSIM values for routes up to 3
hops, regardless of the redundancy scheme. This is because the SN is closer to DN , which
has reduced interference and number of packet dropped at intermediate buffer. On the
other hand, redundancy mechanisms improve the SSIM in 25% compared to transmitting
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the video without packet redundancy for routes with more than 3 hops. This is because
packet-level redundancy is applied as an error-control scheme for handling packet losses in
real-time communications. In this way, redundant packets are used to reconstruct a lost
frame, in order to improve the video quality level. It should be noted that the simple and
the QoE-aware redundancy mechanisms provide multimedia distribution with a similar
video quality level. However, the simple redundancy schemes includes a higher overhead.
In contrast to simple redundancy scheme, the QoE-aware redundancy approach achieves
multimedia dissemination with a lower overhead, while keeping the video with similar
quality level, which will bring many benefits for a resource-constrained system.

Figure 60(b) shows the VQM results according to the number of hops. The VQM
results confirm the SSIM results, demonstrating the benefits of the proposed QoE-aware
redundancy mechanism. The simple and the QoE-aware redundancy approaches kept low
VQM values, i.e., high video quality level, for videos transmitted with redundant packets.
However, the QoE-aware redundancy mechanism reduces the number of redundant packets
(overhead), while keeping videos with an acceptable quality level.
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Figure 60: Video Quality Level According to the Number of Hops for Scenario 2

For the energy analysis, we present the energy consumption for transmitting the
Hall video sequence along all nodes that compose a given path. We assumed a scenario
without node failures during communication caused by hardware or software failures or
duty cycles, as well as we do not consider the energy consumption to retrieve each video
frame. Figure 61 shows the energy consumption to transmit the Hall video sequence ac-
cording to the number of hops between SN and DN for different transmission schemes.
We can see that our mechanism adds low energy consumption (around 20%) compared
to transmitting video content without packet redundancy. On the other hand, the simple
mechanism requires more energy to transmit all video packets. More specifically, a sim-
ple redundancy mechanism consumes 100% more energy compared to transmitting video
content without packet redundancy, and also it consumes 60% more energy compared to
the proposed QoE-aware redundancy scheme. This is because the QoE-aware redundant
mechanism adds redundant packets only to priority frames, which reduces the overhead as
shown Figure 59. On the other hand, the simple redundancy mechanism adds redundant
packets in a black-box manner, i.e., without considering the frame importance from a
users perspective, which increases the overhead and also the energy consumption.
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Figure 61: Energy Consumption According to the Number of Hops for Scenario 2

Figure 62 illustrates the energy costs incurred to provide a certain video quality
level measured by means of the EQI metric. Transmitting a given video flow without
a packet redundancy scheme achieves higher EQI for routes up to 3 hops, since it has
a reduced energy cost with higher video quality level compared to redundancy schemes.
On the other hand, simple and QoE-aware redundancy mechanisms increase the EQI
by around 15% when compared to a solution without redundant packets for routes with
more than 3 hops. This is because both schemes protect the priority frames during loss
or link error periods, which increase the video quality level based on the user perspective.
In addition, intermediate nodes spend energy to forward packets that are not useful to
reconstruct some frames received at the destination node, due to the hierarchical structure
of MPEG/h.264. In this case, nodes waste scarce network resources, such as energy and
bandwidth.

It is important to highlight that the QoE-aware redundancy scheme increases the
EQI in 10% compared to the simple redundancy mechanism. In this way, the proposed
QoE-aware redundancy mechanism provides the best trade-off between video quality level
achieved per unit of energy spent. This is because the proposed redundancy scheme
reduces the overhead, i.e., reduces the energy spent to forward redundant packets at
intermediate nodes, while keeping the video with similar quality level compared to simple
redundancy schemes. Moreover, our proposal increases the video quality level compared
to solutions without redundant packets, since we protect the priority frames during loss or
link error periods. The energy-efficiency provided by the proposed redundancy mechanism
brings many benefits for a resource-constrained system.

Figure 63 shows the SSIM values for all frames that compose the Hall video
sequence for a given node with 5 hops to reach DN . This results help to illustrate the
ability of our QoE-aware redundancy mechanism to deliver all video frames with quality
level support. We can see a poor video quality for the first GoP (i.e., frames 0 to 29),
regardless of the mechanisms. This is because the DN does not received the first I-frame
and also some P-frames, and thus the decoder can not reconstruct the first 30 frames with
a reasonable degree of quality.
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Figure 62: EQI According to the Number of Hops for Scenario 2

Transmitting the videos without redundant packets provide a bad video quality
for the entire video sequences, since it does not protect priority frames, i.e., I- and P-
frames, during loss or link error periods. For instance, it increases the likelihood of losing
an I-frame, which is used as reference to decode all the other frames within each GoP,
and thus it reduces the video quality level for the entire GoP.

Moreover, simple and QoE-aware redundancy schemes deliver frames with higher
quality level than transmitting the video without redundant packets, since both schemes
protect priority frames during loss or link error periods. However, the proposed QoE-
aware redundancy mechanism disseminates the first 149 frames with better quality level
measured in terms of SSIM when compared to the simple-redundancy scheme, since the
simple scheme adds more redundant packets, which increase interference, leading to a
higher packet loss rate. Finally, the QoE-aware redundancy mechanism ensures a good
video quality level for almost the entire video frames. This is because it protects only
priority frames, which reduces the overhead and also the interference.
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As mentioned before, we consider intrusion detection WMSN applications to anal-
yse the performance of our proposed packet redundancy mechanism. This application
typically requires videos with a small moving region of interest on a static background,
such as the Hall video sequence (taken from the Video Trace Library [48]). More specifi-
cally, it has a static background, i.e., a Hall, with a small moving region of interest, i.e.,
a men walking in a hall.

Hence, to show the impact of transmitting video streams with a packet redun-
dancy scheme from the standpoint of the end-user, a frame was randomly selected (i.e.,
Frame 258) from the transmitted videos, as displayed in Figure 64. The frame 258 is
the moment when a man (the intruder in our application) was walking along a hall. The
benefits of transmitting the frame using redundancy mechanisms are visible by analysing
all the frames of Figure 64. By comparing each transmitted frame with the original frame
(see Figure 64(a)), it is possible to see a higher distortion for the frame transmitted with-
out using any packet redundancy scheme, as shown in Figure 64(b). The frame sent with
packet redundancy equals to 80% achieves lower distortion compared to the original frame,
as shown in Figures 64(f) and 64(c). Finally, the frame has almost the same quality as the
original one by sending with redundancy equals to 100%, as shown in Figures 64(d) and
64(c). From the user perspective, the proposed QoE-aware redundancy mechanism keeps
the video with an acceptable quality level, while the network overhead is significantly
reduced compared to simple redundancy mechanisms, saving scarce network resources,
such as bandwidth and energy.

(a) Original Frame (b) Without Redundancy (c) Simple Redundancy – 100%

(d) QoE-aware Redundancy -
Configuration #7

(e) Simple Redundancy – 80% (f) QoE-aware Redundancy –
Configuration #5

Figure 64: Frame Number 258 for the Hall Video Sequence Transmitted for a Given Node
with Different Redundancy Mechanisms for Scenario 2
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6.4.3 Summary

Simulation experiments were conducted to show the impacts and benefits of our
proposed QoE-aware redundancy mechanism for disseminating video content. Based on
the simulation results, we conclude that our proposed QoE-aware redundancy mecha-
nism provides the following advantage, such as expected for many wireless multimedia
applications. It achieved similar video quality level compared with non-QoE-aware re-
dundancy schemes, while reducing the transmission of redundant packets, which brings
many benefits in a resource-constrained system.

More specifically, it protects priority frames during loss or link error periods,
as well as achieves high resilience and reliability without wasting more bandwidth and
energy. Moreover, it reduces the overhead compared with non-QoE redundancy mecha-
nisms, which also minimizes the delay. This is because it reduces the number of redundant
packets that has to be buffered before the encoding and decoding process at the applica-
tion layer, as well as in intermediate forwarding nodes. Finally, it decreases the energy
consumption at the source node, as well as indirectly preserving energy of intermediate
nodes. The results achieved in this section are summarized in Table 10.

Table 10: Comparison Among Different Packet Redundancy Mechanisms Based on Con-
ducted Simulation Experiments

Algorithms Robustness Overhead Energy-efficiency QoE assurance
Without redundancy Low None Low Medium/Low
QoE-aware redundancy High Low High High
Simple redundancy High High Medium High

6.5 Performance Evaluation of the XLinGO Protocol
over Multimedia FANET Scenarios

In this section, we first describe the simulation scenario description for the per-
formance evaluation of the proposed XLinGO routing protocol for video disseminations
over multimedia FANET scenarios compared to well known beaconless OR protocols,
namely BLR, MRR, BOSS, as well as XLinGO variations. Afterwards, we analyse the
obtained simulation results in terms of video quality level and signalling overhead of each
transmitted video flows via different beaconless OR protocols.

6.5.1 Simulation Scenarios

Simulations were carried out and repeated 33 times with different randomly gen-
erated seeds to provide a confidence interval of 95% (vertical bars in graphics) in order to
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show the impact and benefits of XLinGO for video dissemination over multimedia FANET
scenarios. Table 11 summarizes the simulation parameters used to evaluate the perfor-
mance of XLinGO compared to well known beaconless OR protocols. The simulations
last for 200 seconds and run with the lognormal shadowing path loss model. We set the
simulation parameters to allow wireless channel temporal variations, link asymmetry, and
irregular radio range, as expected in a real wireless network environment. More specifi-
cally, we take pathLossExponent as the indicator of the channel condition in a wireless
environment, which is an indicator used to approximate signal attenuation in a wireless
environment. Its value is normally in the range of 2 to 6 (indoor), where 2 is for a good
channel, 6 is for lossy environment [134]. In addition, it is possible to set a non-uniform
radio range mode by setting σ different to 0. In our simulations, each SN sends a total
number of 10 videos per simulation.

Table 11: Simulation Parameters for Different Beaconless OR Protocols

Parameters Scenario 1 Scenario 2
Field Size 40x40 100x100
DN Location 38,38 50,0
SN Location 5,5 Moving
RNi Location Uniform Deployment Moving
Node mobility model Without mobility Random Waypoint mobility model
Maximum speed limit (smax) Without mobility 1, 5, 10, 15, and 20 m/s
Transmission power -15dbm 12 dbm
Total number of nodes 30 and 40 nodes 40 nodes
Redundancy mechanism QoE-aware redundancy mechanism
Redundancy (r) 80%
MAC protocol CSMA/CA
Radio model CC2420 and IEEE 802.11 Transceiver
Path loss model Lognormal shadowing model
Video sequence Hall, Container, UAV1, and UAV2

Video length 10 seconds
Video encoding H.264
Video format QCIF (176 x 144), and CIF (352x288)
Total number of frames 300 frames
Frame rate 30 fps
GoP size 30 frames
Error concealment method Frame-Copy

In our simulations, we consider that group of UAVs that are equipped with cam-
eras can be used to set up a temporary multimedia FANET. In such scenario, source nodes
are responsible for capturing video flows and transmitting them to DN in a multi-hop
fashion. At the beginning of every data transmission in beaconless OR, each SN broad-
casts video packets to its neighbours N(SN). Then, the forwarding selection process
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selects one of those neighbours as the F , i.e., next hop. In this way, multimedia dissem-
ination over FANETs provide visual information, as soon as the standard fixed network
infrastructure is unavailable due to a natural disaster, such as an earthquake or hurricane.
This description could also be applied to various multimedia applications, such as safety
& security, environmental monitoring, natural disaster recovery, and others.

For scenario 1, we deployed n nodes over a 40×40 m flat terrain with one SN

located at (5, 5), one DN located at (38, 38), and (n− 2) RNi deployed uniformly. They
are equipped with a CC2420 radio transceiver, using transmission power of -15 dBm,
and relying on the traditional CSMA/CA MAC protocol without RTS/CTS messages
and retransmissions. We encoded the video sequences with H.264 codec at 200 kbps,
30 frames per second, GoP size of 18 frames, and in a QCIF (176x144). The decoder
uses frame-copy as the error concealment method to replace each lost frame with the last
received one, which is expected to generate less severe impact by frame losses on the video
quality [51].

For scenario 2, the network topology is generated with the DN located at (50, 0).
The other n − 1 nodes are moving using the random waypoint mobility model over the
entire flat terrain. The mobility traces are generated by means of the BonnMotion mobility
trace generator tool. The nodes are equipped with IEEE 802.11 radio, use a transmission
power of 12dBm, and rely on CSMA/CA as a MAC protocol. We encoded the video with
H.264 codec at 300 kbps, 30 frames per second, GoP size of 18 frames, and Common
Intermediate Format (CIF), i.e., 352x288. The decoder also uses frame-copy for error
concealment. In addition, the proposed recovery mechanism considers time− out = 0.5s
and PRRth = 30% to detect topology or channel changes.

We selected the Hall and Container video sequences, since they have similar
characteristics as a UAV stationary in a certain area to capture a video. The UAV1,
UAV2, and Highway video sequences have similar motion and complexity levels, compared
to the case of a mobile node capturing video flows while it is flying from point A to
point B. It is important to mention that video UAV2 has a higher motion level than
the video UAV1 caused by UAV instability during the flight. We downloaded the Hall,
Container, and Highway video sequence from the YUV video trace library [48], while
we downloaded UAV1 and UAV2 video sequences from YouTube [150]. Video sequences
with these characteristics can be captured and transmitted in a typical natural disaster
recovery application with UAVs equipped with cameras. For these reasons, we decided to
use these video sequences in our evaluations. Figure 65 shows one frame from each video
used for our simulations. It is important to mention that we selected a set of transmitted
videos via LinGO, BLR, and MRR to make available at [151]. In addition, we selected
another set of videos transmitted via XLinGO, BLR, BOSS, and MRR together with
original videos to make available at [150].

Figure 66 illustrates the network stack executed on each node for the experiments
conducted to evaluate beaconless OR protocols to disseminate multimedia content over
FANETs. We implemented an application to retrieve video flows and applied the QoE-
aware redundancy mechanism to add 80% of redundant packets only to priority frames,
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(a) Hall (b) Container (c) Highway

(d) UAV1 (e) UAV2

Figure 65: Snapshots of the Selected Videos

and we used UDP at the transport layer. We implemented different beaconless OR pro-
tocol at the network layer, namely XLinGO, BLR, BOSS, MRR, as well as XLinGO
variation. Nodes are equipped with CC2420 or IEEE 802.11 radio transceiver, using
different transmission power, depending on the scenario characteristics. In addition, our
simulations rely on the traditional CSMA/CA MAC protocol without RTS/CTS messages
and retransmissions.

Physical

Application

Transport

MAC

Routing XLinGO

1 2 3

BLR BOSS

4

MRR

CSMA/CA

CC2420 or 802.11

                      UDP 

                      QoE-aware Redundancy

Figure 66: Network Stack for the Performance Evaluation of Different Beaconless OR
Protocol for Multimedia FANETs

We conducted simulations with different beaconless OR protocols for video dis-
semination over multimedia FANET scenarios, in order to compare the results in terms
of reliability, robustness, and also the video quality level of transmitted videos.

• LinGO follows our initial XLinGO definition [108–110], which combines link qual-
ity, geographical information, and energy to compute the DFD based on Eq. 5.1.
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In addition, it relies on periodic route reconstruction in time intervals called Link
Validity time Estimation (LIVE). During the LIVE interval, instead of the nodes
broadcasting the packets, they must transmit video packets in a unicast fashion.
This XLinGO variation is used to show the benefits of considering the recovery
mechanism to react to topology changes, and also the benefits of using queue length
for routing decision in a scenario with simultaneous multiple video flow transmis-
sions.

• XLinGO follows all the XLinGO description and operation principles, such as in-
troduced in Chapter 5. More specifically, it combines a set of cross-layer, video, and
human-related parameters for routing decisions, namely PRR, QoE, queue length,
link quality, geographical location, and residual energy. It combines link quality, ge-
ographical information, and queue length to compute the DFD function according
to Eq. 5.2. It also relies on a recovery mechanism to react faster to route failure
situations.

• BLR follows the BLR description [80–82], where it only considers geographical
information to compute the DFD, and relies on periodic route reconstruction.

• MRR follows the MRR specifications [87, 88], but without the location update
mechanism, since in our simulations we consider a static DN . In this way, nodes
compute the DFD function based on geographical information, RSSI, and energy to
compute the DFD. It also relies on a periodic route reconstruction.

• BOSS follows the BOSS specifications [83,84]. More specifically, it relies on a tree-
way handshake and only considers geographical information to compute the DFD,
as well as relies on periodic route reconstruction.

6.5.2 Simulation-Based Result Analysis

In this section, we analyse the obtained simulation experiments in terms of ob-
jective and subjective QoE metrics for each transmitted video. More specifically, we first
introduce the simulation results to select some parameters for the proposed XLinGO pro-
tocol. Afterwards, we describe the simulation results to analyse the impact of permanent
and transient node failures, signalling overhead for different beaconless OR protocols, im-
pact of the mechanism to recover from route failure, as well as the impact of node mobility
and different numbers of video flows.

6.5.2.1 XLinGO Parameters under Conditions of Scenario 1

The coefficients (i.e., ΦLQE,Φprogress,Φenergy) of the DFD function computed
based on Eq. 5.1 affect the XLinGO performance. We defined 10 combinations with dif-
ferent coefficient values to show the performance in terms of video quality level, as shown
in Table 12. For instance, combination #1 only gives priority to geographical information



6.5 Performance Evaluation of the XLinGO Protocol over Multimedia FANET Scenarios 121

(Φprogress), and thus it ignores link quality (ΦLQE) and energy (Φenergy). Combinations
#2 to #9 give the same priority to energy (Φenergy = 0.1), since energy is not the most
important metric in our experiments. These 8 combinations differ from each other with re-
gard to priorities for link quality (ΦLQE) and geographical information (Φprogress). Finally,
combination #10 gives priority only to link quality (ΦLQE), in order to show the impact
of considering only link quality. Based on simulation results, we choose one configuration
for the following simulations.

Table 12: Coefficient Combinations for DFD function

Combinations # ΦLQE Φprogress Φenergy

(Link Quality) (Geographical information) (Energy)
1 0 1 0
2 0.1 0.8 0.1
3 0.2 0.7 0.1
4 0.3 0.6 0.1
5 0.4 0.5 0.1
6 0.5 0.4 0.1
7 0.6 0.3 0.1
8 0.7 0.2 0.1
9 0.8 0.1 0.1
10 1 0 0

Figure 67 shows the results of the video quality levels measured by means of SSIM
and VQM for these 10 different coefficient combinations under conditions of scenario 1.
We can observe that the combination #1 has bad performance for both SSIM and VQM
results. This is because each node only considers progress to compute the DFD function,
i.e., each node chooses the forwarder node that is closer to the DN . However, the most
distant node suffers from poor channel quality due to the unreliable nature of wireless
links, as experienced in multimedia FANET scenarios. These issues lead to higher packet
loss rate, which reduces the video quality level. It is worth noting that this combination
is similar to existing beaconless OR approaches that only consider progress to compute
the DFD, such as BLR.

In addition, combination #10 has bad performance for both SSIM and VQM
results. This is because each node computes the DFD function based only on link quality,
e.g., measured by means of SNR, LQI, or RSSI, and thus a given node that received packet
with a higher link quality computes a shorter DFD value and forwards the received packet
faster. However, typically a given node that received a packet with higher link quality
value provides short progress towards the DN , which increases the number of hops and
interferences. This leads to a higher packet loss ratio and also a bad video quality level.
Finally, combinations #2 to #9 perform better than both combinations #1 and #10.
This is because combinations #2 to #9 have different weights for link quality and progress
parameters, and thus XLinGO selects forwarder nodes closer to DN with a reliable link,
and sufficient energy to forward packets with a reduced packet loss ratio. We conclude
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that XLinGO achieves the best results by tuning the coefficients for link quality and
progress, such as achieved by combination #6. For these reasons, we choose a XLinGO
combination with similar priority for progress and link quality for the next simulations,
in order to compare with the results of XLinGO with BLR, BOSS, MRR, and XLinGO
variation.

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

1 2 3 4 5 6 7 8 9 10
 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 4.5

 5

S
S

IM

V
Q

M

  SSIM

VQM

Figure 67: Video Quality Level for Different XLinGO Coefficient Combinations

We also performed simulations to show the benefits of the QoE-aware redundancy
mechanism for XLinGO, BLR, and MRR. Figure 68 shows the impact of the QoE-aware
redundancy mechanism for a network composed of 30 static nodes deployed in the simu-
lation area for scenario 1. The mechanism improves the video quality in 20% compared
to multimedia transmissions without packet redundancy. This is because it adds redun-
dant packets based on the frame importance, protecting priority frames in loss and link
error periods. It also achieves robust video transmissions over a bandwidth-limited and
unreliable networking environment with reduced overhead. Moreover, XLinGO increases
the video quality in 18% and 55% compared to BLR and MRR, respectively. For these
reasons, we use the QoE-aware redundancy mechanism for any beaconless OR protocols
in the following simulations, in order to analyse only the impact of routing decision to
disseminate simultaneous multiple video flows without any external factor.
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6.5.2.2 Impact of Transient and Permanent Node Failures under Conditions
of Scenario 1

In this section, we evaluate the reliability and robustness of beaconless OR proto-
cols that rely on periodic route reconstruction. In this way, we evaluate the performance
of LinGO compared to BLR and MRR by deploying 30 and 40 static nodes, and the
topology changes are caused by individual node failures, as well as wireless channel varia-
tions. We defined two scenarios, where one has temporary node failures and another one
has permanent node failures. For both scenarios, we created the worst-case scenario for
topology changes, where the SN established the persistent route and 10% of 1-hop SN

neighbours that have individual node failures. For instance, Figure 69 depicts a network
composed of 30 static nodes uniformly deployed over a 40×40 m flat terrain, where the
SN and DN are deployed on the corner of the field size in order to make the distance
between them bigger. Green circles in Figure 69(a) represent the SN neighbours for dif-
ferent random-generated seeds. On the other hand, red circles in Figure 69(b) represents
the 10% of 1-hop SN neighbours that have individual node failures, which are the most
used nodes by SN to forward packets when they rely on LinGO, MRR, and BLR as
routing protocol.
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Figure 69: Network Topology Composed of 30 Static Nodes

Figure 70 shows the video quality level for 10 video flows transmitted for a network
composed of 30 and 40 nodes. First, we performed simulations for each protocol only with
wireless channel changes, i.e., without node mobility or failures, to serve as a baseline video
quality level. Afterwards, we performed simulations for each protocol with transient node
failures in order to analyse its impact on the video quality level, where the transient node
failures happened during the transmissions of videos 6 and 7.

First, we conclude that in contrast to BLR and MRR without node failures,
LinGO without node failures keeps the video quality high and constant independent of
wireless channel conditions, i.e., LinGO baseline keeps the SSIM around 0.87 for videos
1 – 10. In addition, LinGO has smaller confidence intervals than MRR and BLR, which
means LinGO has a small variation in the video quality for different random-generated
seeds. This is explained because LinGO builds a reliable persistent route by taking into



124 6 Performance Evaluation

account multiple metrics, which protects frames during link error periods. For instance,
LinGO reduces loss of I- and P-frames by up to 50% compared to BLR and MRR, which
are the priority frames and their losses increase video distortion. Hence, LinGO enables
single flow video disseminations with QoE support in scenarios with topology changes
caused by only channel quality variations.

For video transmissions that experienced transient node failures, during the trans-
mission of video 6, nodes established the persistent route PSN,DN connecting the pair of
SN to DN via multiple relays F . Afterwards, 10% of 1-hop SN neighbours have in-
dividual transient failures lasting until the end of the video 7, i.e., those nodes turn-off
their radios. In this way, the next-hop of SN is not available anymore to forward subse-
quent packets, which creates controlled topology changes to evaluate how LinGO reacts to
temporary topology changes compared to BLR and MRR. Besides the topology changes
caused by node failures, a burst of packets might be lost until the SN re-establishes the
persistent route PSN,DN , since one of the nodes from the persistent route might be not
available anymore to forward subsequent packets. In the worst case, the loss of a burst
of packets during the LIV E interval occurs, because this is the time interval required
to reconstruct the persistent route PSN,DN . On the other hand, videos 1 – 5 and 8 – 10
transmitted without any node failures have similar video quality level compared to the
baseline transmission regardless of the beaconless OR, as shown in Figure 70.

We can see that video 6 transmitted via LinGO in presence of node failures
(LinGO - Fail) decreases the video quality by 5% compared to the baseline video trans-
mission (LinGO), as shown Figure 70(a). It is important to notice that the video quality
is still better than BLR and MRR without any node failure, since LinGO reacted bet-
ter to topology changes caused by transient node failures. In addition, when video 6 is
transmitted via BLR and MRR with transient node failures (BLR- and MRR - Fail), it
decreases the video quality by up to 10% compared to the baseline video quality level of
those protocols (BLR and MRR). This is because both BLR and MRR are not able to
re-establish a reliable persistent route PSN,DN in case of topology changes.

Finally, video 7 transmitted via LinGO in presence of lower node density (LinGO
- Fail), due to 10% of node turned-off their radios, has similar quality level compared to the
baseline video transmissions. This is because LinGO is able to re-establish the persistent
route in a scenario with lower node density. Moreover, when video 7 is transmitted via
BLR and MRR in presence of transient node failures (BLR- and MRR - Fail), it reduces
the video quality by 10% compared to the baseline video transmission, because those
protocols do not adapt well in presence of topology changes.

We also analysed the impact of node density, by comparing results of Figure
70(a) with Figure 70(b). We can see that when the number of nodes increases, the impact
of node failures on the video quality level decreases, regardless of the beaconless OR
protocols. This is because the nodes have more neighbours, and thus the SN has more
and reliable neighbours to reconstruct the persistent route. Hence, these issues increase
the likely of nodes reconstruct a reliable persistent route PSN,DN , enabling network nodes
to adapt better to topology changes.
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Figure 70: Video Quality in Presence of Transient Node Failures with LIV E Value of 2
and Different Number of Nodes

Figure 71 shows the video quality level over 10 videos transmitted for a network
composed of 30 and 40 nodes. We performed simulations for each protocol without node
mobility or failures to serve as a baseline video quality level. Hereafter, we performed sim-
ulations in presence of permanent node failures, where permanent node failures happened
during the transmissions of videos 6 – 10.

We can see that videos 6 and 7 transmitted via LinGO in presence of permanent
node failures reduced the SSIM by 7% compared to the baseline video quality. In addition,
videos 6 and 7 transmitted via BLR and MRR in presence of permanent node failures
reduced the SSIM by 14% compared to the baseline transmission. This is explained for the
same reason as we discussed for transient node failures, since those videos are transmitted
under the same conditions. On the other hand, videos 8 – 10 transmitted via LinGO with
permanent node failure decreased the video quality by 5% compared to baseline SSIM.
Those videos transmitted via BLR and MRR under permanent node failures decreased
the SSIM by 10% compared to baseline video transmission. This is because those videos
are transmitted in a scenario with permanent node failures, which happened during the
transmissions of videos 6 – 10. Finally, the impact of permanent node failures decreases
as soon as the node density increases.
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Figure 71: Video Quality in Presence of Permanent Node Failures with LIV E Value of 2
and Different Number of Nodes
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6.5.2.3 Impact of the Mechanism to Recover from Route Failures under Con-
ditions of Scenario 1

In this section, we used a simple simulation scenario to validate the mechanism
to recover from route failures. In this way, we evaluate the performance of XLinGO
with the recovery mechanism compared to periodic route reconstruction by deploying 30
static nodes, and the topology changes are caused by individual node failures, as well as
wireless channel variations. Hence, we created temporary node failures in a similar way
as explained in Section 6.5.2.2.

More specifically, we defined three configurations to transmit the Hall video se-
quence via XLinGO: i) XLinGO does not have node failures and recovery mechanism;
ii) XLinGO – Failure relies on periodic route reconstruction, such as performed in
LinGO, BLR, MRR, and BOSS, and experiences node failures. iii) XLinGO – Recov-
ery considers the recovery mechanism and experiences node failures. Finally, the original
video in the plot represents an errorless video transmission, which is used as a benchmark
video quality. This is because video coding and decoding also introduce impairments in
the video quality even in the absence of packet losses. Thus, it helps to see exactly the
quality loss due to packet loss.

Figure 72(a) shows the SSIM for all frames that compose the Hall video sequence
for those three XLinGO configurations, and also the original video. XLinGO without
node failures keeps the video quality level high and constant, i.e., SSIM around 0.94 for
all frames, which is similar to the video quality provided by the benchmark video quality.
This can be explained by the fact that XLinGO builds a reliable persistent route PSN,DN ,
which protects all video frames during link error periods. Hence, XLinGO enables video
disseminations with QoE support in scenarios with dynamic topologies caused by only
channel quality variations. Frames 0 – 17 have a good quality level when transmitted by
XLinGO – Failure and XLinGO – Recovery. This is because DN received frame 0, i.e.,
it is an I-frame for the first GoP from frames 0 to 17. In addition, the decoder relies on
frame-copy as error concealment method to replace each lost frame with the last received
one, enabling it to reconstruct those frames with a good quality.

On the other hand, XLinGO transmitted video frames 18 – 89 with bad quality
in scenarios with node failures and without a mechanism to recover from route failures
(i.e., XLinGO – Failure). The reason for this is that nodes established the persistent route
PSN,DN and 10% of network nodes have a node failure. Apart from the topology changes
caused by node failures, bursts of packets were lost until the SN has re-established the
PSN,DN , since one of the nodes from the PSN,DN is no longer available to forward packets.
In the worst case, the packet loss lasts during the interval for route reconstruction. In
our experiments, XLinGO – Failure reconstructs routes every 3 seconds, and this explains
the poor video quality for frames 18 – 89. Afterwards, frames 90 – 299 have similar
quality level compared the benchmark video quality level, since XLinGO enables the SN

to reconstruct another reliable persistent route.

XLinGO transmitted only frames 18 – 35 with poor quality level, in scenarios with
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node failures and a mechanism to recover from route failures (i.e., XLinGO – Recovery).
This is because the proposed recovery mechanism has a time-out value of 0.3s, which is the
time required to detect that one of the forwarder nodes is no longer available to forward
packets. As soon as the time-out expires, the node must return to the contention-based
forwarding mode, and re-establish a reliable PSN,DN . Moreover, frames 36 – 299 have
similar quality level compared to the benchmark video quality level.

Aguiar et al. classified the Hall video sequence as a low motion video flow,
which means that there is a small moving region on a static background [51]. More
specifically, static background makes the frame losses less severe than in a scenario with
more motions. Hence, we also carried out simulations with the SN transmitting the
UAV1 video sequences to analyse how the proposed recovery mechanism performs with
more dynamic video sequences, as shown Figure 72(b). SSIM values for the UAV1 video
sequence have higher variations than the results for Hall video sequence, due to UAV1

video has more motion level than the Hall video sequence. It is important to highlight
that all XLinGO configurations have similar behaviour for both videos for same reasons
as explained above, which means that XLinGO – Recovery react faster to route failure
situations, such as expected in multimedia FANET applications.

 0.5

 0.55

 0.6

 0.65

 0.7

 0.75

 0.8

 0.85

 0.9

 0.95

 1

0 17 35 53 71 89 107 125 143 161 179 197 215 233 251 269 287

S
S

IM

Frames

  XLinGO - Failure

  XLinGO - Recovery

        XLinGO  

  Original Video 

(a) Hall Video Sequence

 0.5

 0.55

 0.6

 0.65

 0.7

 0.75

 0.8

 0.85

 0.9

 0.95

 1

0 17 35 53 71 89 107 125 143 161 179 197 215 233 251 269 287

S
S

IM

Frames

  XLinGO - Failure

  XLinGO - Recovery

        XLinGO  

  Original Video 

(b) UAV1 Video Sequence

Figure 72: SSIM for All Frames for the Compose the Hall and UAV1 Video Sequence
Transmitted by a Specific SN under Conditions of Scenario 1 with Transient Node Failures

Let us summarise the results to analyse the impact of the proposed mechanism
to recover from route failures. In a scenario without any node failure, XLinGO transmits
the Hall video with SSIM equal to 0.94. On the other hand, XLinGO - Failure transmits
the entire video with an SSIM value of 0.84. Finally, the video transmitted by XLinGO -
Recovery has a SSIM value of 0.91. Hence, the proposed recovery mechanism reduces the
video quality level less than periodic route reconstruction schemes. This is because the
proposed mechanism enables XLinGO to quickly detect and respond to topology changes,
and thus it enables multimedia dissemination with robustness and QoE assurance. More-
over, Hall and UAV1 have similar quality level regardless the transmission scheme, since
the maximum SSIM value for those videos area different.

Based on simulation results presented in Sections 6.5.2.2 and 6.5.2.3, we conclude
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Figure 73: Overall Video Quality for Hall and UAV1 Video Sequences Transmitted by a
Specific SN under Conditions of Scenario 1 with Transient Node Failures

that in periodic route reconstruction as soon as one of the forwarding nodes from a given
persistent route is no longer available to forward packets, a burst of packets might be
lost until the protocol re-establishes the route, which reduces the video quality for longer
periods. Moreover, the route reconstruction interval should be adjusted according to the
desired degree of robustness and energy consumption. From the energy consumption
point-of-view, the persistent route reconstruction must occur with low frequency. On the
other hand, from the robustness point-of-view, high frequency of route reconstruction
provides better robustness. However, it is not trivial to find the appropriate route recon-
struction interval to provide robustness, QoE support, and reduced overhead. In this way,
XLinGO relies on a recovery mechanism, which considers link quality and PRR to detect
and quickly react to route failures, providing a smoother operation in harsh environments
and mobile networks, such as experienced in multimedia FANET scenarios.

6.5.2.4 Impact of Node Mobility and Number of Video Flows under Condi-
tions of Scenario 2

In this section, we evaluate the reliability of XLinGO compared to LinGO [110],
BLR [81], BOSS [84], and MRR [87] in a scenario composed of mobile nodes and also
simultaneous multiple video flow transmissions. This involves deployment of 40 nodes
with two configurations under conditions of scenario 2. The first configuration has one
static DN , two mobile SNs transmitting simultaneous video flows, and 37 possible mobile
relay nodes RNi. The second configuration has one static DN , three SNs transmitting
simultaneous video flows, and 36 possible mobile RNi. For both configurations, each SN

transmits a different video sequence, i.e., UAV1, UAV2, Highway, Hall, and Container.

Figure 74 shows the quality level of each video transmitted via XLinGO, LinGO,
BLR, BOSS, and MRR. For the simulations conducted for this section, we defined the
minimum speed limit (smin) equal to 0, and six different maximum speed limits (smax),
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i.e., 0 (static network), 1, 5, 10, 15, and 20 m/s. In this way, we can analyse the impact
of the moving speed on the final video quality level.

In the case of video flows transmitted through LinGO, BLR, MRR, and BOSS,
as soon as the smax increases, the video quality level decrease, as shown results of Figure
74(a). This is because these protocols rely on periodic route reconstruction, and thus as
soon as a two forwarders F from a given persistent route PSN,DN quickly move out of
each other’s transmission range, causing route failures. Hence, a burst of packets might
be lost until the SN has recreated the persistent route, increasing packet loss rate, and
consequently reducing the video quality level.

Moreover, we conclude that XLinGO provides multimedia dissemination with a
high quality level compared to LinGO, BLR, MRR, and BOSS regardless of the moving
speed, as shown results of Figure 74(a). For instance, more than 75% of the transmitted
videos via BLR and MRR have a video quality lower than 0.8, for smax values of 0 – 20
m/s. This is because BLR only considers geographical information to compute the DFD,
and due to the unreliability of the wireless channels, the most distant node might suffer
from a bad connection, increasing the packet loss ratio for BLR. In addition, MRR selects
a forwarding node that receives a packet with a weak signal, reducing reliability and
quality level of videos transmitted via MRR. Finally, videos transmitted via BOSS have
a higher quality compared to BLR and MRR, even if BOSS only considers geographical
information for routing decisions like BLR. This is because BOSS considers a three-way
handshake mechanism to select F , and also full data payload size for the RTS control
message size. However, videos transmitted via BOSS have a video quality lower than
videos transmitted via LinGO and XLinGO, since both LinGO and XLinGO efficiently
combines multiple metrics for forwarding decisions.

Videos transmitted via LinGO have video quality lower than videos transmitted
via XLinGO, because XLinGO considers queue length to compute the DFD, which avoids
the selection of forwarder nodes F to composed the persistent route PSN,DN with a heavy
traffic load. Hence, the queueLength metric helps to prevent buffer overflow, minimizing
packet loss, delay, and jitter, as well as providing load balancing. In addition, LinGO
considers periodic route reconstruction, leading to higher packet loss ratio in case of route
failures, as shown in the results of the recovery mechanism in Section 6.5.2.3.

The SSIM measured for each video flows transmitted via XLinGO ranges from
0.82 to 0.974 regardless of the moving speed, as shown in Figure 74(a). For instance, for
maximum speed smax values between 0 and 10 m/s, XLinGO delivers more than 75% of
the transmitted videos with a high quality level, i.e., a SSIM higher than 0.9. On the
other hand, for smax values above 15 m/s, 75% of the transmitted videos via XLinGO
have SSIM better than 0.86. This is because in contrast to LinGO, BLR, BOSS, and
MRR, XLinGO efficiently combines multiple metrics for forwarding decisions, and also
considers a mechanism to recover from route failures.

The results of Figure 74(a) and 74(b) can be compared to analyse the impact of
the number of simultaneous video flow transmissions. When the number of multimedia
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SN increases, the quality level of the videos transmitted via LinGO, BLR, BOSS, and
MRR decreases. This is because in contrast to XLinGO, these protocols do not prevent the
forwarding selection mechanism from selecting F with heavy traffic load. This increases
the probability of queue overflows in intermediate F . Hence, we conclude that XLinGO
provides multimedia dissemination with QoE assurance in a scenario composed of mobile
nodes, different moving speed, multiple multimedia SN , and also videos with different
motion and complexity levels.
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Figure 74: Video Quality for a Scenario with a Different Number of Multimedia SN ,
Moving Speed, and Videos with Different Motion and Complexity Levels

Results of Figure 74(a) can also be explained based on the frame loss rate, as
shown in Figure 75. In this way, let us analyze the frame loss ratio for speed limit smax

value of 20m/s and with 2 simultaneous video flow transmissions. Based on the frame
loss ratio evaluation, XLinGO has an overall frame loss rate of 17.8%, which is 48%, 61%,
57%, 70% lower than LinGO, BLR, BOSS, and MRR, respectively. From the I-frame loss
perspective, XLinGO only lost 13.6% of I-frames, which is 55%, 70%, 62%, 75% lower
than LinGO, BLR, BOSS, and MRR, respectively. XLinGO lost 19.4% of P-frames,
which is 60%, 63%, 62%, 75% lower than LinGO, BLR, BOSS, and MRR, respectively.
We conclude that XLinGO transmits video packets with a reduced frame loss rate, and
thus it protects priority frames, i.e., I- and P-frames, in periods of congestion and link
errors. The frame loss ratio for other smax also confirms that XLinGO protects priority
frames during congestion and link error periods.

Figure 76 shows the number of packets dropped at intermediate node’s queue
for videos transmitted via XLinGO, LinGO, BLR, BOSS, and MRR. BLR has the lowest
number of dropped packets in an intermediate queues. This is because BLR only considers
geographical information to compute the DFD, and due to the unreliability of wireless
channels, the most distant node might suffer from a bad connection.

On the other hand, MRR has the higher number of packets dropped at inter-
mediate buffers, since it considers forwarding area as a rectangle. In particular, MRR
selects forwarder nodes closer to boundaries of the rectangle, which does not mean that
the forwarder provides geographical advance towards the DN , i.e., MRR does not select
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Figure 75: Frame Loss Ratio for Videos Transmitted in a Scenario with smax equals to
20m/s and with 2 Simultaneous Video Flows Transmissions

forwarder closer to the DN . In this way, it increases the number of hops, interferences,
and buffer overflow, which decreases video quality level. Finally, XLinGO has lower packet
loss rate in intermediate node’s buffers than LinGO, BLR, BOSS, and MRR. This is be-
cause XLinGO avoids selecting F with heavy traffic load, which prevents buffer overflow,
minimizes packet loss, delay and jitter, and also provides load balancing. The number
of packets dropped at intermediate buffers increases, as soon as the number of SN in-
creases, as shown in Figure 76. This is because more packets are transmitted, which
increases interference.
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6.5.2.5 Signalling Overhead Evaluation under Conditions of Scenario 1

In this section, we analyse the signalling overhead introduced by each beaconless
OR protocol for the experiments conducted for Section 6.5.2.4. For the signalling overhead
evaluation, we counted the number of control messages required to transmit a given video
flow. Figure 77 shows the number of control messages transmitted to deliver a given video
flow via XLinGO, LinGO, BLR, BOSS, and MRR.

Persistent route creation may fail, and BLR defines a recovery strategy to deal
with this situation, where the SN broadcasts a control packet and all of its neighbours
reply with a control packet indicating their positions. Then, SN chooses the RNi closer
to the DN as the forwarder node F . On the other hand, LinGO and MRR do not include
any control packet in the system, since they define a simple recovery strategy, where the
SN must repeat the contention-based forwarding mode. Moreover, it is important to
highlight that MRR includes an extra overhead and delay for a location update mech-
anism, because the nodes need to transmit control packets to find the DN ’s location.
However, we implemented only the routing algorithm, because we consider a static DN .
BOSS includes overhead, since it considers a tree-way handshake mechanisms in order to
help the forwarding selection.

The proposed XLinGO protocol adds more control packets than LinGO, XLinGO,
BLR, and MRR. This is because the XLinGO persistent route mode considers a recovery
mechanism to detect and quickly react to route failures, where every node should contin-
ually assess whether the persistent route PSN,DN is still reliable or available to transmit
packets, such as introduced in Section 5.4.2. In particular, after the SN has received a
passive acknowledgment from F , it immediately sends subsequent video packets to the
same destination by unicast to F until some of a given node detects that the PSN,DN is
not reliable or does not exist anymore due to network changes or node mobility. Each
forwarder that composes a given persistent route PSN,DN must acknowledge the reception
of a set of w packets within a given window, and thus any node from PSN,DN must return
to the contention-based forwarding mode to find a new reliable forwarder as soon as it
detects that the link quality perceived by its forwarder is below w(ej)bad or it does not
receive any ACK message from its forwarder node within a certain period of time, i.e.,
timeOutack. Hence, the communication overhead to the persistent route mode introduced
by our algorithm is dependent of the parameter w. It is important to highlight that
although XLinGO introduces higher packet overhead, it provides the best video quality.
Hence, we conclude that XLinGO provides the best trade-off between the video quality
per unit of spent energy.

6.5.2.6 Subjective Video Quality Evaluation

In our subjective evaluation, 25 observers evaluated the videos, including under-
graduate and postgraduate students as well as university staff. They had normal vision,
and their age ranged from 18 to 45 years. We implemented a software to play the videos



6.5 Performance Evaluation of the XLinGO Protocol over Multimedia FANET Scenarios 133

 0

 20

 40

 60

 80

 100

 120

 140

 160

 180

 200

 220

0 1 5 10 15 20

O
v
e

rh
e

a
d

Speed (m/s)

    XLinGO LinGO BOSS MRR BLR

(a) Scenario with 2 multimedia source nodes

 0

 20

 40

 60

 80

 100

 120

 140

 160

 180

 200

 220

0 1 5 10 15 20

O
v
e

rh
e

a
d

Speed (m/s)

    XLinGO LinGO BOSS MRR BLR

(b) Scenario with 3 multimedia source nodes

Figure 77: Signalling Overhead for a Scenario with Different Number of Multimedia
Source Nodes and Moving Speeds

in a random order at the centre of the monitor against a neutral grey background, as
recommended by ITU. The software runs on a Desktop PC Intel Core i5, 4GB RAM, and
a 21” LCD monitor to display the video sequences for the observer to score them.

Figure 78 shows the subjective video quality evaluation by means of the MOS
metric. Those results indicate that LinGO provides higher video quality compared to
BLR and MRR in scenarios involving videos with similar motion and complexity. This
is explained by the fact that BLR and MRR have a higher frame loss rate than LinGO.
For instance, LinGO reduces the losses of I- and P-frames for Hall and Highway video
sequences by up to 30%, since it relies on multiple metrics to establish a reliable virtual
backbone protecting the frames of link error periods. Those issues increase the video
quality level, as required in many multimedia FANET applications with QoE support.
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We selected a random frame (i.e., Frame 143) from the UAV1 video sequence
transmitted by each protocol, to show the impact of transmitting video streams via
XLinGO compared to LinGO, BLR, MRR, and BOSS from the standpoint of the end-
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user, as displayed in Figure 79. Frame number 143 is the moment when the church tower
appears in the scene (as shown in Figure 79(a)).

This frame transmitted via XlinGO has the same quality compared to the orig-
inal frame, as it can be seen in Figure 79(b), makes the benefits of XLinGO for video
transmission evident. Moreover, apart from distortions in the frames transmitted via
LinGO, BLR, MRR, and, BOSS, the buildings do not appear in the same position com-
pared to the original frame (as it can be seen in Figure 79(c), 79(d), 79(e), and 79(f),
respectively). This is because frame 143 was lost, and the decoder reconstructed it based
on the previously received frames.

(a) Original Frame (b) XLinGO (c) LinGO

(d) BLR (e) MRR (f) BOSS

Figure 79: Frame Number 143 from UAV Video Sequence Transmitted from a Given Node
via Different Beaconless OR for Scenario 2

Figure 80 shows the SSIM values for each frame of the UAV1 video sequence for the
selected videos in Figure 79. Let us analyse the quality level of frame 143 transmitted by
different beaconless OR protocol, as depicted in Figure 79. Frame number 143 transmitted
via XLinGO, LinGO, BLR, BOSS, and MRR has SSIM equal to 0.97, 0.69, 0.58, 0.61, and
0.29, respectively. First, these SSIM results can be attributed to the fact that the DN

received frame number 143 transmitted via XlinGO correctly. Second, frame 143 is an
I-frame, which was lost when transmitted through LinGO, BLR, BOSS, and MRR. Hence,
there is a higher distortion for a long period, since the I-frame has more information to
update the scene. Moreover, the distortion propagates in subsequent frames, because the
decoder uses the I-frame as a reference frame for all the other frames within the GoP
[51]. Error propagation explains the poor video quality for the entire video transmitted
via LinGO, BLR, BOSS, and MRR. Third, the decoder uses Frame-Copy as an error
concealment method, which means that the decoder must replace each lost frame with
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the last one that was correctly received. Hence, frame number 143 was reconstructed based
on frame numbers 130, 120, 131, and 73 when transmitted via LinGO, BLR, BOSS, and
MRR, respectively. This is because they are the last frames received correctly by the DN .

This result also helps us to illustrate the ability of XLinGO to deliver all video
frames with quality level support. We can see that frames transmitted by XLinGO have
similar and constant quality level compared to the baseline video quality level (original
video). This is because XLinGO builds a reliable persistent route PSN,DN between SN

and DN via multiple F by taking into account cross-layer multiple metrics for routing de-
cision, namely energy, queue length, link quality, and geographical information. XLinGO
also considers a recovery mechanism to deal with route failures and node mobility, provid-
ing a smoother operation in harsh environments and mobile networks, such as experienced
in multimedia FANET scenarios. In addition, the video quality of frames transmitted by
LinGO, BLR, BOSS, and MRR have a higher difference compared to the baseline video
quality level.
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Figure 80: SSIM for All Frames for the Compose the UAV1 Video Sequence Transmitted
by a Specific SN

Figure 81 shows the overall SSIM value for the entire video from Figure 80.
XLinGO, LinGO, BLR, BOSS, and MRR reduced the SSIM in 3%, 16%, 25%, 16, and
45%, respectively, compared to the benchmark video quality level. In addition, the SSIM
for videos transmitted by LinGO, BLR, BOSS, and MRR is 13%, 23%, 13%, and 40%
lower than XLinGO. Hence, we conclude that XLinGO enables simultaneous multiple
video disseminations with QoE support.

6.5.3 Summary

From our performance evaluation analysis, we identified that LinGO, BLR, BOSS,
and MRR perform poorly compared to XLinGO in a scenario composed of mobile nodes,
multiple flows, and videos with different motion and complexity levels. This is because
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Figure 81: Overall Video Quality for the UAV1 Video Sequences Transmitted by a Specific
SN

XLinGO builds a reliable persistent route by combining link quality, geographical infor-
mation and queue capacity. Hence, it selects forwarder nodes closer to DN with a reliable
link, and enough queue size to forward packets with a reduced packet loss ratio. This
performance is desirable for many FANET multimedia applications, such as safety & se-
curity, environmental monitoring, and natural disaster recovery. The results achieved are
summarized in Table 13.

Table 13: Comparison Among Different Beaconless OR Protocols Based on Conducted
Simulation Experiments

Algorithms Reliability Robustness Overhead QoE assurance
XLinGO High High High High
LinGO High Medium None Medium
BLR Medium Medium Medium Medium
BOSS Medium Medium Medium Medium
MRR Low Low None Low

6.6 Performance Evaluation Summary

In this thesis, we introduced contributions on different layers of the communica-
tion stack. At application layer, we introduce a QoE-aware packet redundancy mechanism
to reduce the impact of the unreliable and lossy nature of wireless environment. At the
network layer, we introduce two routing protocols, namely MEVI and XLinGO. Both pro-
tocols enable multimedia dissemination with energy-efficiency, robustness, scalability, reli-
ability and QoE support. Based on the simulation results, we conclude that our proposals
achieved our goal of how to provide multimedia distribution with high energy-efficiency,
reliability, robustness, scalability, and QoE support over wireless ad-hoc networks.

The proposed redundancy mechanism achieves good results for both static and
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mobile wireless ad hoc networks, bringing many benefits for a resource constrained system
to provide multimedia distribution with robustness and QoE support, as well as without
increase the energy and bandwidth consumption. In addition, MEVI perform well for
WMSN applications that is possible to rely on a fixed network infrastructure, where
some static nodes are continuously monitoring physical scalar sensor data to predict an
event occurrence, and another set of static nodes transmit multimedia data in case of
event occurrence. This is because it relies on a hierarchical network architecture with
heterogeneous nodes, as expected for many WMSN scenarios. Finally, XLinGO performs
well for multimedia FANET applications, which can be deployed as soon as the fixed
standard telecommunications infrastructure might be damaged or does not exist anymore,
caused by natural disaster, such as Hurricane Sandy in New York/USA (2012), flooding in
Rio de Janeiro/Brazil (2013) or any other disaster environments. This is because XLinGO
does not require a stable end-to-end connection from the source to the destination, and
thus packets are forwarded even during continuous topology changes.
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CHAPTER 7

Conclusions and Outlook

The proliferation of multimedia content and the demand for new audio or video
services have fostered the development of a new era based on multimedia information
[15, 16], which allowed the evolution of WMSNs [4–7] and also FANETs [8–10]. Those
networks enable a large class of scenarios in both civilian and military areas, which require
visual and audio information, such as, environmental monitoring, intruder detection, video
surveillance, safety & security, smart parking, traffic control, natural disaster recovery,
smart cities, and other multimedia applications.

Multimedia content must be transmitted with QoE assurance to headquarters
or IoT platforms for further processing and analysis, such as provided by the semantic
system [11], sensor4cities [12,13], i-SCOPE [100], and other platforms. Hence, multimedia
content has the potential to enhance the level of collected information compared to simple
scalar data. For instance, it enables the end user or end system to take appropriate actions
and be aware of the environmental conditions based on rich visual information.

In this context, live multimedia services require real-time video transmissions with
a low frame loss rate, tolerable end-to-end delay, and jitter to support video dissemination
with QoE support. Multimedia content should be delivered with, at least, a minimum
video quality level from the user’s point-of-view [21, 22]. Further, frames with different
priorities compose a compressed video, and from a human’s experience, the loss of high
priority frames causes severe video distortions. Thus, a key principle in a QoE-aware
approach is the transmission of high priority frames (protect them) with a minimum
packet loss ratio, as well as network overhead.

Moreover, the routing service must find a set of reliable routes between the pair
of source and destination nodes via multiple forwarding nodes with a minimal overhead.
The protocol must prevent the selection of forwarding nodes with heavy traffic load or
low residual energy. It also has to adapt to topology changes and be aware of QoE
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requirements in order to recover or maintain the video quality with acceptable level,
providing reliability and robustness under scenarios with topology changes.

In the following, we describe the main challenges and contributions of this thesis
in Section 7.1. In Section 7.2, we outline promising research topics for future work related
to our contributions.

7.1 Main Contributions and Thesis Summary

In this thesis, we consider two classes of applications. The first class of ap-
plications consists of WMSN application that relies on fixed network infrastructure to
accurately monitor physical scalar measurements, and also collect multimedia data in the
case of an event occurrence [17–20]. The second class of applications consist of multimedia
FANET [8–10] to explore, sense, and also send multimedia data from the hazardous area.
Multimedia FANET can be deployed in case of a natural disaster, e.g., earthquake or
hurricane, where the recovery process demands a rapid deployment of a communication
system to monitor the hazard area that rescuers cannot reach easily. This is because the
standard communication infrastructure might be damaged or does not work anymore.

The main research contributions of this thesis are driven by the research question
how to provide multimedia distribution with high energy-efficiency, reliability, robustness,
scalability, and QoE support over wireless ad-hoc networks. In this way, we address sev-
eral problem domains with contributions on different layers of the communication stack.
We studied application level redundancy schemes and routing protocols for multimedia
distributions over wireless ad-hoc networks that make use of cross-layer multiple metrics
for decision-making. As result, we proposed and designed two routing protocols and one
application level redundancy mechanism. Their performance and behaviour for multime-
dia distribution with QoE support was evaluated by means of simulation experiments.
Based on the simulation results, we conclude that our cross-layer optimizations for multi-
media distribution over WMSN and multimedia FANETs achieved results that filled the
goal of our initial research question.

In Chapter 2, we first investigate in a more depth way error correction schemes,
application-level packet redundancy mechanisms, hierarchical routing protocols, and also
OR protocols. More specifically, we describe their drawbacks to provide multimedia trans-
mission with scalability, reliability, energy-efficiency, load balancing, and QoE support.
First, we conclude that among the existing error control schemes to handle packet losses
in real-time multimedia communication, application-level redundancy mechanisms offer
a suitable approach to provide multimedia distribution with quality level assurance and
robustness, as well as without adding delay and considering end-to-end reverse channel.
However, existing redundancy mechanisms [57–63] add redundant packets in a black-box
manner, i.e., without considering the frame importance from a user’s perspective, which
increases the overhead and the usage of scarce resources, such as battery and bandwidth.

Hierarchical network architectures with heterogeneous nodes have proven to be
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more beneficial than flat architectures in terms of lower energy consumption, greater func-
tionality, better scalability, and reliability for WMSN applications that is possible to rely
on a fixed network infrastructure. However, existing hierarchical routing protocols [64–76]
should create clusters with low overhead, and also trigger multimedia transmissions only
in case of event occurrence, which increases network lifetime. Moreover, node-disjoint
multiple paths together with a route selection scheme that considers cross-layer end-to-
end link quality estimation improves scalability, reliability, and energy-efficiency. Existing
hierarchical routing protocols also do not consider a video-aware scheduling mechanism
to protect priority frames in loss or link error periods.

Finally, routing protocols that rely on end-to-end routes or in a fixed network
infrastructure might not be a feasible approach to forward the packets from the event
area, as soon as the standard fixed network infrastructure is not available due to some
natural disaster. In this way, beaconless OR appears as a promising routing scheme
for multimedia FANET applications. This is because nodes do not need to proactively
broadcast beacon messages to be aware of their neighbours, saving scarce resources, such
as battery and bandwidth. However, existing beaconless OR protocols [59, 80–88] do not
consider cross-layer multiple metrics to compute the DFD function in order to assure
robust and reliable video dissemination. In addition, nodes might also deal with route
failures, providing a smoother operation in harsh environments and mobile networks.

In Chapter 3, we discuss motivations towards an application-level packet redun-
dancy mechanism. Hence, we introduced our proposed QoE-aware packet redundancy
scheme [90,91], which enables video dissemination with a similar video quality level com-
pared to standard packet-level redundancy mechanisms. The proposed QoE-aware packet
redundancy mechanism has a realistic assumption that not all packets are equal or have
the same degree of importance, which are key parameters to reduce the number of redun-
dant packets needed for the decoding process. More specifically, the proposed mechanism
adds redundant packets depending on the frame type and the location of the P-frame
within the GoPs. Based on simulation results described in Section 6.4, we conclude that
our proposed QoE-aware redundancy mechanism protects priority frames during loss or
link error periods, as well as achieves high resilience and reliability without wasting more
bandwidth and energy. It also reduces the overhead compared with non-QoE redundancy
mechanisms, which also minimizes the delay and energy consumption. Finally, the pro-
posed redundancy mechanism achieves good results for both static and mobile wireless
ad-hoc networks, bringing many benefits for a resource constrained system to provide mul-
timedia distribution with robustness and QoE support without increase the consumption
of scarce network resources, such as bandwidth and energy.

In Chapter 4, we discuss motivations towards a hierarchical routing protocol for
WMSN composed of heterogeneous static nodes. The advantages of using a hierarchical
architecture with heterogeneous nodes are as follows: i) nodes have different roles or
functionalities to reduce energy consumption; ii) some nodes perform data aggregation,
avoiding unnecessary data transmission; and iii) a set of nodes may turn-off the radio
after transmitting their data packets, and as a result, reduce their energy consumption



142 7 Conclusions and Outlook

and avoid communication conflicts. In this context, we introduce the MEVI operation
principles [95–97], which creates clusters with reduced overhead and find a set of reliable
multiple paths to forward multimedia packets.

The MEVI behavior was evaluated in a serie of simulation experiments , and
compared against well-known hierarchical routing protocols, namely PEMuR, LEACH,
MEVI, as well as LEACH and MEVI variations, in a small and large scale scenarios. Based
on the simulation results introduced in Section 6.3, we found that MEVI increases the
network lifetime by at least 60% for small and large-scale scenarios compared to PEMuR,
LEACH, MEVI, as well as LEACH and MEVI variations. In terms of scalability, MEVI
is still able to deliver video for large-scale field sizes, unlike the related protocols that
are not able to send video flows on a large-scale scale scenario. Simulation results also
showed that MEVI provides multimedia distribution with a higher quality level compared
to other approaches, i.e. it provides a SSIM gains of 10% and a VQM gains between 10%
and 40%. This behavior is desirable for many WMSN applications that relies on fixed net-
work infrastructure to accurately monitor physical scalar measurements, and also collect
multimedia data in the case of an event occurrence, such as safety & security, environ-
mental monitoring, smart parking, traffic control, and other smart cities applications.

In Chapter 5, we introduce our contributions towards a beaconless OR protocol
for multimedia dissemination over multimedia FANET applications, the XLinGO protocol
[108–111, 121, 122]. In contrast to MEVI, i.e., a routing protocol that relies on existing
end-to-end routes, in XLinGO forwarding decisions are not taken by the sender of a
packet, but in a completely distributed manner at the possible relay nodes. In XLinGO,
the sender sends a packet not only to a single next-hop, but to multiple neighbours si-
multaneously. Afterwards, one or more of the receiving nodes forward the packet towards
the destination, based on a coordination method to select the best candidate to forward
packets. Hence, the routing mechanism forwards the packet towards the destination on
a based on hop-by-hop routing decision at the receiver side. In other words, in XLinGO
forwarding decisions are performed by the receiver of a packet based only on informa-
tion contained in the packet, as well as in local information, such as node position and
direction. In this context, the coordination method relies on a DFD calculation at the
receiver side to select the forwarding node, i.e., the candidate node with best conditions
compute the shortest DFD value, and thus such node transmits the packet faster, cre-
ating the persistent route. With the introduction of the XLinGO, we have targeted the
designing of an efficient and reliable beaconless OR protocol for simultaneous multi-flow
video transmissions. We found out that XLinGO must select forwarder nodes closer to the
destination with a reliable link, as well as sufficient queue and energy capacity to forward
packets from simultaneous multi-flows and mobile nodes with a reduced packet loss ratio.
To achieve such performance, XLinGO takes multiple metrics into account to compute
the DFD, including link quality, geographical information, remaining energy, and queue
length. Furthermore, we found out that XLinGO with periodic route reconstruction, as
soon as one of the forwarding nodes from a given route is no longer available to forward
packets, a burst of packets might be lost until the protocol re-establishes the route, which
reduces the video quality for longer periods. The route reconstruction interval should be
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adjusted according to the desired degree of robustness and energy consumption. From the
energy consumption point-of-view, the persistent route reconstruction must occur with
low frequency. From the robustness point-of-view, high frequency of route reconstruction
provides better robustness. However, it is not trivial to find such value in order to provide
robustness, QoE support, and reduced overhead. In this way, XLinGO relies on a recovery
mechanism, which considers link quality and PRR to detect and quickly react to route
failures, providing a smoother operation in harsh environments and mobile networks, such
as experienced in multimedia FANET scenarios.

We evaluated XLinGO behaviour in a series of simulation experiments, and com-
pared it against well-known beaconless OR protocols, namely BLR, MRR, BOSS, as well
as XLinGO variation, in order to analyse the impacts and benefits for simultaneous multi-
flow video dissemination for a scenario composed of mobile nodes and videos with different
mobility and complexity levels. Based on simulation results described in Section 6.5, we
identified that LinGO, BLR, BOSS, and MRR perform poorly compared to XLinGO
in a scenario composed of mobile nodes, multiple flows, and videos with different mo-
tion and complexity levels. This performance is desirable for many multimedia FANET
applications deployed in case of a natural disaster, where the standard communication
infrastructure might be damaged or does not work anymore, such as safety & security,
environmental monitoring, and natural disaster recovery.

We can summarize the main conclusions from the work performed in this thesis
as follows. QoE-aware packet redundancy mechanisms achieve robust video distribution
by transmitting redundant packets together with the original sequence, and thus when
the original packet is lost, it can be recovered from redundant packets. Recovered packets
help to reconstruct a corresponding video frame, which might be considered as a lost
frame in a scenario that does not add redundant packets. Moreover, routing protocols
that consider end-to-end routes may be appropriate for many scenarios, but also have
significant shortcomings in others. The routing service must consider cross-layer multiple
metrics for routing decision with the aims to provide the best trade-off between progress
together with transmission reliability and load balancing. The routing service must also
consider on a recovery mechanism to deal with route failures, providing a smoother op-
eration in harsh environments and mobile networks. In this context, we proposed two
routing protocols, MEVI and XLinGO. Both protocols provide multimedia transmissions
with scalability, reliability and QoE support for small and large-scale and videos with
different motion and complexity levels.

MEVI performs well for WMSN applications that are possible to rely on a fixed
network infrastructure. For such application some static nodes are continuously monitor-
ing physical scalar sensor data to predict an event occurrence, and another set of static
node transmits multimedia data in case of event occurrence. In this way, MEVI relies on
hierarchical network architecture with heterogeneous nodes and considers existing end-to-
end routes to forward scalar or multimedia packets. On the other hand, XLinGO can be
used as soon as the fixed standard telecommunications infrastructure might be damaged
or does not exist anymore, and thus multimedia FANET applications can be deployed.
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First, nodes are no longer required to transmit proactively beacon messages to announce
themself, which saves network resources. The second advantage is that XLinGO relies on
completely stateless forwarding decisions at receivers of a packet, where a sending node
does not have to route packets towards an outdated network topology, and XLinGO proofs
to be almost unaffected even by highest rate of topology changes. These two character-
istics make XLinGO especially suited for multimedia FANETs with frequently changing
topology.

7.2 Outlook

In the following, we briefly elaborate on possible future work in the field of routing
protocols as studied in this thesis, as well as packet redundancy mechanisms. First of all,
we evaluated the proposed QoE-aware redundancy mechanism with MEVI and XLinGO
by means of simulation experiments. In order to fully evaluate the advantages and draw-
backs of our contributions, testbed experiments and long-term real-world deployment in
the two classes of applications considered in this thesis can be applied to outline advan-
tages and drawbacks, but also to provide further potential improvements. For testbed
experiments, we can use the Testbed Management Architecture (TARWIS) infrastructure
[152], which has been developed by University of Bern. TARWIS enables to schedule
and control experiments via a user-friendly web interface and to provide experiment data
for testbed evaluations. All sensors are controlled via dedicated mesh nodes running an
embedded Linux version called ADAM, which is tailored to resource-constrained devices.
In addition, we can also propose an analytical model for XLinGO and MEVI in order to
provide more insight about their performance benefit.

The QoE-aware redundancy mechanism introduced in Chapter 3 adds redundant
packets based on frame importance. However, it can be extended to add redundant pack-
ets based on a utility function that combines sensing relevance and frame importance.
This is because source nodes may have different sensing relevance based on application
requirements, e.g., a sensor node capturing video flows closer to the event area has higher
sensing relevance than other nodes, since it generates more accurate and detailed video
information. Hence, sensing relevance of source nodes can be exploited to assure transmis-
sion with high reliability for the most relevant sources based on application requirements.
For instance, video packets from low-relevant source nodes can be transmitted without
redundancy or with lower packet redundancy. In this way, we can save energy and band-
width over the network with potential low impact to the overall monitoring quality, since
corruptions of low-relevant nodes might have low impact based on the user perspective.
In addition, we can adaptive the amount of redundant packets by considering sensing
relevance, frame importance, and path quality. More specifically, the sender calculates
the appropriate amount of packet redundancy for different video frame types to avoid
network congestion and the unnecessary packet redundancy when the sender transmits
video streaming to the receiver over wireless networks.
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XLinGO must consider the link expiration time estimation, position prediction,
and moving direction in a 3D plane for routing decision. In this way, we avoid the
selection of a forwarder node that is moving in opposite direction in a 3D plane than
its previous hop, which avoids loops and prevents suboptimal routing. We also enhance
the nodes connectivity in XLinGO for multimedia FANET in 3D environments by adding
link expiration time estimation, position prediction, and moving direction to compute the
DFD, offering a higher packet delivery rate and higher video quality level.

We consider that several issues need to be studied and understood in order to
extend MEVI and XLinGO by taking into consideration the characteristics and require-
ments of human centric multimedia network systems, such as human-centric schemes,
video characteristics, and context-awareness for decision making. For instance, online
QoE assessment and user experience can be measured and integrated into MEVI and
XLinGO protocols, in order to support routing decisions to improve the user satisfaction
on watching real-time video flows.
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